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Editor's Notebook

Due to a schedule conflict, | missed covering the exciting Trident
Warrior 2006 series of experiments conducted June 16 through
26 off the southern coast of California and in the Pacific oper-
ating area aboard the USS Bonhomme Richard. Previous Tri-
dent Warrior exercises focused primarily on optimizing military
communications in the fleet and interoperability capability for
coalition forces on multiple networks. However, this year’s TW
also demonstrated a FORCEnet "Information Bridge" that allows
naval and interagency emergency first responders to exchange
information on a near real-time basis.

Participants in this first responder command and control team
included Sailors, Marines and Coast Guardsmen along with the
California Governor's Office of Emergency Services and sev-
eral local municipalities. TW 06 provided a tool for all the par-
ticipants to coordinate data sharing with federal, state and local
participants, a capability deficiency revealed during Hurricane
Katrina.

“The benefits to our nation’s capability to organize and respond
to a crisis will be immediate from the work done during Trident
Warrior 2006,” said Cmdr. Tony Parrillo, director of the exercise.
“We have already been tasked to integrate several of our pro-
cedures and technologies to help the East Coast prepare for the
2006 hurricane season.”

TWO06 is not an isolated event. There is ongoing work across the
Department of the Navy and Defense Department to share infor-
mation and work seamlessly with coalition partners, humanitar-
ian organizations, local, state and federal government agencies
— and international agencies. The need is paramount,and DON
and DoD leadership are committed to breaking down barriers to
information sharing. From "Combined Endeavor" to "Commu-
nicating from the field with the Australian Army," you can read
about some of these strategic initiatives in this issue of CHIPS.

Joint Staff Director for Command, Control, Communications and
Computer Systems (J6) Lt. Gen. Robert Shea recently said, “We
are moving from the need to know — to the need to share.”
Let's do our part to be part of this transformation.

Welcome new subscribers!

Sharon Anderson

';'|I
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FC2 Rhodeback troubleshoots the Knowledge Wall system with
FC3 Wilson, FC3 Tripp and FC3 Stevens onboard USS Bonhom-
me Richard (LHD 6), in San Diego, Calif.,in the Joint Operations
Center in preparation for Trident Warrior 06. TW 06 is the prima-
ry FORCEnet Sea Trial exercise, co-sponsored by Naval Network
Warfare Command and Space and Naval Warfare Systems Com-
mand. It exploits advanced technology concepts to provide the
warfighter with information superiority over an adversary for
superior decision-making and execution capability in the bat-
tlespace. Photo by IS1 Daryl Nicholson.

French Army Sgt.Cedric Marquet and Adjudantochef Stephane
Garnung strip cables for telephone connection with Spanish
forces during Combined Endeavor 2006 on Lager Aulenbach in
Baumholder, Germany, May 13, 2006. U.S. Air Force photo by
Airman 1st Class Josie Kemp.

Left, Ramona Waters of U.S. Joint Forces Command Joint Experi-
mentation Directorate and Cmdr. John Hearne from Naval Net-
work Warfare Command at the DON IM and IT Conference May
2006 in Hampton,Va. Heane led a discussion titled "Knowledge
Management Fleet Perspective" during the conference. Go to
page 48 for more information about the conference. Go to the
DON Chief Information Officer Web site at www.doncio.navy.mil
to download DON IM and IT Conference presentations.
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Putting information to work for our people

Transformation at Home and Abroad

A recent Wall Street Journal article pointed out that “idea life cycles are shrinking. From the 1950s to the 1970s, it typically took
more than a decade for interest in an idea, measured by press mentions, to peak. By the 1990s, that interval had shrunk to fewer
than three years.”

The article served as a pointed reminder that the time available to us to successfully implement information technology (IT) solu-
tions and embrace new ideas is constrained by:

*The ever increasing pace of new technology development

*The time available to garner senior leadership support in an environment where military personnel and political appointees have
relatively short tenures, and

+The apparently short attention span that we have as a society for new management theories and ideas.

If we are emotionally and organizationally prepared to take advantage of new approaches and work toward truly meaningful
change, opportunities abound across the Navy and Marine Corps team.

The Quadrennial Defense Review (QDR) provides a wonderful leverage point to adapt dramatic improvements in information man-
agement. The QDR includes a clean focus on making organizations more“horizontal,” moving to portfolio management processes,
creating common data structures, providing access to authoritative information sources, emphasizing the flow of knowledge and
aligning to enterprise-wide solutions.

The day-to-day application of Lean Six Sigma is another path to implement important process changes and improvements. The
Secretary of the Navy has made clear his commitment that Lean Six Sigma be embraced across the Department, and has repeat-
edly pointed out how its adoption will (1) improve efficiency, (2) improve quality, (3) improve safety, and (4) increase employee
satisfaction.

As IT professionals, we are called to champion these change opportunities. The successful use of information management and
IT to improve our warfighting and support processes has never been more important. Around the world, in challenging environ-
ments, the importance of successful information leadership is viewed as crucial to an organization’s success. Even in Irag, where the
new government has such a daunting imperative to rebuild the nation, the use of IT is recognized as a crucial enabler.

Recently, | have had the honor to work with U.S. Air Force Brig. Gen. Gary Connor and his team from the Multi-National Force-lraq
in their support to the Iragi government in implementing a successful IT governance structure and implementation plan. Similar
efforts are ongoing in Afghanistan and other nations dealing with complex rebuilding efforts. These governments share a recogni-
tion that “getting IT right”is worth a significant commitment of time and personal effort.

The imperative is no less urgent here, as we work to achieve the transformational vision of our Secretary of the Navy, Chief of Naval
Operations and Commandant of the Marine Corps.

Dave Wennergren

DEPARTMENT OF THE NAVY - CHIEF INFORMATION OFFICER

WWW.DONCIO.NAVY.MIL
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The Joini Tactical Radio Sysiem - Reloaded

The Joint Program Executive Officer Joint Tactical Radio System (JPEO JTRS) outlines an incremental approach to build
software-programmable radios that will transform communication capabilities for troops on the ground, sea and in the air ...

By Sharon Anderson and Steven A.Davis

Dennis Bauman, JPEO JTRS, has the chartered financial, technical
and directive authority to oversee development of JTRS through
low rate initial production. He is the only Joint PEO that reports
directly to a senior decision-maker in the Office of the Secretary
of Defense; Bauman'’s boss is Ken Krieg, the Under Secretary of
Defense for Acquisition, Technology and Logistics.

Bauman is using this authority to deliver JTRS communications
capabilities to the warfighter at realistic cost, schedule and tech-
nical risk.

It should also be noted that Bauman is “dual-hatted.” He is the
Navy’s PEO for Command, Control, Communications, Computers,
Intelligence and Space programs.

Four Goals

“Reloading” JTRS is all about completing four strategic goals
Bauman set for the program last spring: (1) Assess the status
of the total program; (2) Develop and gain approval for realis-
tic requirements and a budget going forward; (3) Implement an
acquisition strategy to achieve the requirements within budget
and; (4) Create an enduring “joint” organization that balances
Service equities with DoD enterprise needs.

The JPEO’s priority was to complete the first two goals in the

JTIRS Inc 1 Network Architecture Overview

MUOS
~

USAF C2ISR Platforms

first year. Appoint-
ed JPEO in March
2005, he completed
the second goal by

mid-March 2006
with a Joint Re-
quirements  Over-

sight Council Memo
signed by the Vice
Chairman of the
Joint Chiefs of Staff.
The memo “locks in”
— sets — realistic
requirements fund-
ed in the President’s
FY 2007 Budget.

Dennis Bauman on “What is JTRS? Why is it important?”
The transformational efforts of DoD’s architecture
depends on the information infrastructure called the Global
Information Grid (GIG). Without a capability like JTRS, the
GIG's transformational networking would halt at the com-
mand center level, unable to extend to the actual mobile
warfighters. Figure 1 illustrates JTRS Increment 1 Network

Architecture Overview.

JTRS is critical to serving as the last tactical mile con-
necting the warfighter on the ground into the networking
capabilities that are delivered through the GIG. Under the
newly revised requirements, budget, and schedule estab-
lished for the program, JTRS will provide the mobile, ad
hoc networking capability that is essential to realizing DoD’s
transformational goals for the warfighter.

UHF SATCOM

Bauman continues to move aggressively to complete the final two
goals for the program. Under Secretary Krieg signed direction at
the end of March 2006 approving the “Increment 1” development
strategy for JTRS. Increment 1 is a significant change to an earlier
acquisition strategy plagued by reported “requirements creep.” In-
crement 1 reduces from 32 to 9 the number of waveforms for JTRS
radios. It also reduces from 26 to 13 the number of form factors,
and reduces the number of channels in some form factors.

“Neither the JPEO nor the DoD has given
up on the full set of requirements for
JTRS. Increment 1 is what we're going to
deliver with the funding in the FY 2007
President’s Budget, understanding that
there will be subsequent Increments de-
livered later,” Bauman said.

oz

Joint ==

Lastly, Bauman is proposing a gover-
nance, or decision-making model, to cre-
ate and sustain a truly joint organization.
The goal is to address individual Service
requirements for mobile ad hoc network-
ing with an enterprise approach to ac-
quisition and engineering practices that
would enable effective leveraging of ef-
forts across the JTRS product lines.

The governance model is moving for-
ward. Under Secretary Krieg testified to
the House and Senate Armed Services
Committees April 5, 2006, citing JTRS as
the pilot program he will use to stream-
line the decision-making process for
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Figure 2. JTRS Organizational Structure

major weapons programs. The February 2006 Quadrennial De-
fense Review Report highlighted how the JTRS restructuring ex-
emplified a collaborative approach between the joint warfighter
acquisition and resource communities. The Report called for
other joint programs to follow this collaborative approach.

Assessing the Status of the Total JTRS Program

In April 2005, the Joint Program Executive Officer technical and
engineering staff began an assessment of the program with an
extensive group of independent subject matter experts to take
a close look at the JTRS product lines. The JPEO’s major findings
indicated that the program’s requirements had fundamentally

changed.

“When JTRS started, it was to be a legacy radio replacement pro-

What is a waveform?

A waveform is the entire set of radio
and/or communications functions that
occur from the user input to the radio
frequency output and vice versa. JTRS
waveform implementation consists of a
Waveform Application Code, Radio Set
Devices and Radio System Applications.

Originally, there were 32 JTRS wave-
forms which have since been reduced to
the following 9.
+Wideband Networking Waveform (WNW)
+Soldier Radio Waveform (SRW)
+Joint Airborne Networking-Tactical Edge
(JAN-TE)
+Mobile User Objective System (MUOS)
+*SINCGARS
sLink-16
*EPLRS
*High Frequency (HF)

*UHF SATCOM

gram. Over time it had changed
into a mobile, ad hoc network-
ing capability to accomplish

DoD’s transformational goals.

The requirements changed sig-
nificantly without a correspond-
ing adjustment in the budget or
the acquisition strategy,” Bau-
man explained.

Secondly, there were informa-
tion assurance challenges when
transitioning from legacy radio
replacement to a mobile net-
working capability. The National
Security Agency (NSA) took a
closer look at the vulnerabilities
of mobile, ad hoc networking
in a mobile ground unit, which
had the potential to fall into the
hands of an adversary.

The NSA recommended signifi-

cant changes to the security vulnerability requirements of the
architecture. Unfortunately, these recommended changes for
mitigating vulnerabilities increased cost and schedule. Contrac-
tors had already delivered engineering development models
under architecture requirements that differed from the NSA rec-
ommendations.

In July 2005, the JPEO reported to senior DoD leadership the
research and development price tag alone for the current JTRS
program would total $6 billion.

“That was an unacceptable high cost to the DoD leadership,and
they directed us to complete capability trade-offs over August.
We needed to deliver on meaningful warfighter requirements.
However, we needed to deliver capability with moderate cost,
schedule and technical risk,” Bauman said.

Setting Requirements and a Realistic Budget

The JPEO, working with the Joint Staff, provided a number of
trade-offs in 14 functional areas across all JTRS radios and wave-
forms. The Joint Staff, working as liaison with the Combatant
Commanders, relayed how much trade space could be “negoti-
ated” within each functional area.

In August 2005, the JPEO teamed with the Joint Staff, Services,
NSA, JTRS program managers, and the OSD staff, to meet the
Services’ most pressing needs for networking capabilities with
affordable options using trade space. The result of that collabo-
ration was an agreed-to set of options for the JTRS program.

There was also consensus on threshold JTRS requirements, the
highest priorities for the Services, for developing and fielding an
initial mobile ad hoc networking capability.

In November 2005, Bauman briefed senior DoD leadership on
the set of options for the JTRS program. The DoD leadership se-
lected the option to develop transformational waveforms with
selected Service high-priority legacy waveforms.

CHIPS Jul-Sep 2006 7



The FY 2007 President’s Budget
funds this $4 billion develop-
ment option for transformational
network capabilities and Service
high-priority waveforms, including
the Wideband Networking Wave-
form, Soldier Radio Waveform, and
Joint Airborne Networking-Tactical
Edge.

+*Ground Mobile Radio (GMR)

*Manpack
*Handheld

Strategy to Achieve
Requirements Within Budget

Implementing an acquisition strat-
egy at the JPEO level means over-
seeing program execution in FY
2006 and a near-term execution
strategy for FY 2007. The JPEO wants to tie both to an underly-
ing business philosophy to execute the JTRS program with an
enterprise approach that has four key elements:

v Government Purpose Rights (GPR): This is GPR for enterprise el-
ements such as software, enabling reuse and application across
the JTRS product lines. A key part of the GPR approach is use
of the JTRS Information Repository that provides a “home” for
posting application program interfaces (APIs); GPR source code;
and documentation and models associated with JTRS software
products.

The goal is to have the artifacts mentioned above available for
use by other JTRS programs. The Repository will be available to
industry vendors to maximize code reuse and portability. Cur-
rently, there are more than 3.5 million lines of code in the Re-
pository, including 15 waveforms and two operating environ-
ments/core frameworks. The Repository is absolutely vital as the
program focuses more intensely on interoperability across the
respective warfighting domains.

v Open Systems Architecture Approach: This approach focuses
on an overarching systems engineering model that will direct the
performance, design specifications and standards for operation
of the system. This includes enterprise-wide networking and an
information assurance architecture where feasible.

The JPEQ is pursuing an open systems architecture based on the
Software Communications Architecture (SCA) that includes a set
of defined JTRS APlIs.

What is a form factor?
A form factor is the linear dimensions and configuration of a device, as
distinguished from other measures of size.
The initial 26 form factors were reduced to the following 13.

*Multifunctional Information Distribution System for JTRS (MIDS-J)

+Airborne, Maritime and Fixed Site Small Airborne (AMF-SA)
*AMF-MF (Maritime/Fixed Site)
*Small Form Factor A&H (for Intelligent Munitions Systems and Unattended
Ground Sensors in the Future Combat System)

*SFF B, C and | (for Ground Soldier Systems)

*SFF D (for Aerial Systems)
*SFF J (for Networked Missile Launcher System in FCS)

v Moderate- to Low-Risk Acquisition
Programs: One of the fundamen-
tal tenets of the JTRS restructure
was to ensure program managers
moved their respective programs
from high to at least moderate risk,
employing an incremental develop-
ment approach. This also includes
more stringent oversight of pro-
gram costs, and frequently sched-
uled assessments of technical and
schedule risks.

v BroadenIndustryInvolvementand
Maximize Competition: Through-
out the JTRS restructure the JPEO
organization actively looked, and
continues to look at existing technology to leverage commer-
cial-off-the-shelf and government-off-the-shelf opportunities
where appropriate. This encourages new ideas and technolo-
gies from a diverse set of industry sources.

Creating an Enduring Joint Organization that
Balances Service Equities with DoD Enterprise Needs

The March 31, 2006, acquisition decision memorandum signed
by Under Secretary Krieg contributes significantly to the JPEQO'’s
goal for a lasting joint organization. The memorandum directs
replacing the former “Clusters” that had become separate dis-
jointed programs with the centrally managed domain program
management offices illustrated in Figure 2. The plan structure is
comprised of three JTRS domains shown in Table 1.

“This new organizational approach gets us away from the origi-
nal Service-centric approach to developing this joint capability,
facilitating a more enterprise approach to things like systems
engineering, common service implementations and gateways
that cut across the warfighting domains. This organizational
construct will increase our ability to effectively and efficiently
develop and field joint capability and provides the basis for ef-
fective resource management and governance processes,” Bau-
man explained.

In terms of joint resource management, the Joint Program Ex-
ecutive Officer is centrally managing the RDT&E efforts for the
JTRS enterprise in the outyears — FY 2007 and beyond. Once the
JTRS program funding plan is approved, JPEO has full control

Table 1. The JTRS Domains

Ground Mobile Radio (GMR) (formerly Cluster 1) - Support requirements for Army and Marine Corps Ground Vehicular platforms
Handheld/Manpack/Small Form Factor (HMS) (formerly Cluster 5) - Support requirements for JTRS handheld and manpack units and forms suitable for
integration into platforms requiring a Small Form Fit radio

Ground Domain

Airborne, Maritime and Fixed Site (AMF) - Support requirements for airborne (including rotary wing), maritime and fixed station platforms for all
Services

Multifunctional Information Distribution System-JTRS (MIDS-J) - Migrate the current MIDS-Low Volume Terminal to MIDS-JTRS compliance producing
the next generation data link and communication terminal for joint and coalition tactical platforms

Airborne, Maritime and Fixed
Domain

Waveform Program Office - Responsible for waveform development, cryptographic equipment applications, architectural integrity of JTRS, gateways
and common network services

Network Enterprise Domain

JTRS Enhanced Multi-Band, Inter/Intra Team Radio (MBITR) (formerly Cluster 2) - Managed by Special Operations Command - Support requirements
for handheld radios for the Army, Navy, Marine Corps and Air Force Special Operations Forces

Special Radio Systems
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of those funds in the year of execution. This allows the JPEO to
address funding priorities within the enterprise to the greatest
extent possible and better support individual program stability.

“Going forward in FY 2007, my office will directly receive the to-
tal JTRS RDT&E allocation from the Army Budget Office under a
single program element. | then will be empowered to oversee
execution, providing me with instantaneous visibility into fiscal
status for all JTRS developmental efforts. Again, this streamlined
resource management process is vital while managing enter-
prise efforts across the Services and warfighting domains,” Bau-
man elaborated.

The authority and responsibility for the procurement and sus-
tainment of software-programmable radios reside with the in-
dividual Services who will determine unit quantities. Quantities
will not be finalized until the results of the Program Objective
Memorandum for 2008 are released and the Services'input into
the Future Years Defense Program are known. In the meantime,
a detailed independent unit cost estimate is currently being
conducted.

In addition to effective resource management processes, the
JPEO is charting an innovative approach to program gover-
nance. “DoD has come under some scrutiny as of late in terms of
how we, as a DoD enterprise, manage our acquisition programs,”
Bauman said.

The Defense Acquisition Performance Assessment report, the
Quadrennial Defense Review, various Government Accountabil-
ity Office reports, as well as an independent JTRS assessment
conducted by the former Air Force Chief of Staff Gen.Larry Welch
earlier this year, have all highlighted the concerns with respect
to the defense systems acquisition process and its inability to ef-
fectively control costs and deliver capability on schedule.

“Last summer, Secretary Krieg challenged me to come up with
some ideas on how we can more effectively govern and manage
joint programs. We did some in-depth studies; we looked hard
at the lessons learned in earlier reports and presented a revised
governance process to senior DoD leadership in February 2006.
As part of our recommendations, we advocated using JTRS as a
pilot for a revised governance process,” Bauman explained.

The JPEO provided DoD senior leadership with core principles
and key attributes that support a more streamlined approach to
joint program governance. These principles and attributes are
based on proven corporate models that drive industry.

In principle, executives must have freedom to responsibly drive
the enterprise forward to meet the strategic direction. Overly
burdensome restraints to this freedom have a high potential to
negatively impact schedule, cost and risk. In accordance with their
chartered responsibilities, executives need to be empowered to
aggressively execute to agreed-to requirements. The governance
process must also provide for effective accountability commen-
surate with the degree of executive freedom exercised.

An optimum governance process must be able to make the quick

decisions while balancing enterprise and stakeholder equities
against the strategic direction. Effective oversight is achieved
through effective communications and collaboration, resulting
in an agile, efficient, and less onerous process.

“The streamlined process | proposed should increase the speed
of decision making while still honoring the interests of the vari-
ous stakeholders — in effect, it empowers a true Joint Program
Executive Officer as intended. More importantly, it gets the right
capability at the right time into the hands of our warfighters,”
Bauman concluded.

The JTRS governance process, though approved by DoD senior
leadership, is not “written in stone” nor will it be applied to every
joint program. “Based on some of the feedback from our stake-
holders, we are working some of the details of the process,” Bau-
man added.

JTRS and the Army’s Future Combat System

JTRS will provide the Army warfighter with new, secure capabili-
ties, which include the transmission and receipt of real-time in-
formation through voice and text, as well as the ability to stream
live video/audio, draw/share maps, and allow video/audio con-
ferencing.

The revised JTRS strategy fully supports the fielding of the GMR
and HMS radios and their fit into the Army’s Future Combat Sys-
tem. The FCS is an integrated suite of technology components
that are part of the Army’s transformational process to become
a lighter, more agile force. The technology components will be
dependent on JTRS for mobile networking, which is essential to
the success of FCS.

The JPEO is taking an enterprise approach with FCS, adopting a
moderate risk posture and specific business philosophies about
government purpose rights of the software and competition in
production on the hardware.

“We are synchronizing our program with the FCS and meeting
the schedules that the Army has for Spinout 1, which is the first
implementation of FCS. We consulted the Army and the FCS pro-
gram. When | say ‘we,’| am really talking about the big ‘We’ that
includes the Joint Chiefs of Staff, Joint Staff Director for Com-
mand, Control and Communications, and the Joint Staff Director
for Force Structure, Resources and Assessment. The Army and
the FCS staffs have been an integral part of defining the require-
ments for Increment 1,” Bauman said.

“We talk weekly, if not daily, with Maj. Gen. Charles Cartwright,
Program Manager Future Combat Systems, who is my counter-
part on FCS, and we have people collocated between our two
programs working this very closely because we recognize the
key dependency of FCS on the JTRS program,” Bauman added.

For more information about the JPEO JTRS, go to the Space and
Naval Warfare Systems Command (SPAWAR) Web site at http://
spawar.navy.mil and click on the JPEO JTRS program seal. CHIPS
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Interview with Deputy Commander U.S.S

CHIPS asked Deputy Commander, U.S.Second Fleet,

Rear Adm. David O. Anderson to explain the importance of the
Navy’s participation in the Joint Expeditionary Force Experiment
2006 (JEFX 06) and Second Fleet's recently created Maritime

Operations Center during a tour of the MOC April 24,2006.

First of all, Second Fleet has been working
hard, at least the last two years, to get more integrated not only
into the joint world with the other Services, but also with our
coalition and NATO partners worldwide, and most importantly
with the interagency piece. In the last six to nine months we
have started getting some incredible traction.

We realize that 2nd Fleet has a key role in the security of the na-
tion as we develop a joint, coalition and interagency solution to
the maritime challenges of homeland defense. To that end, we
have stood-up our Maritime Operations Center - Experimental
(MOC-X) as a viable and relevant warfighting capability to rap-
idly field and test both equipment and tasks that can then be
replicated in all the numbered fleet MOCs.

JEFX is an exercise that is providing us a venue to work through
some of the operational level planning challenges as well as
highlighting the tactical TTPs (tactics, techniques and proce-
dures) and CONOPS (concept of operations) of working with
other Services and agencies. The end result will be another ma-
jor step toward the Chief of Naval Operations' goals for maritime
domain awareness.

In the last couple of weeks, we have had several of the num-
bered fleet commanders visit 2nd Fleet. We want to make sure
as we model new processes and capabilities within Navy, we
share best practices so all of our Maritime Operations Centers
develop in parallel. We are extremely focused in our efforts to
not be working in a ‘stove-pipe’ but to constantly be communi-
cating with other commands working similar issues.

Probably the most important aspect of exercises like JEFX 06 is
what we do with lessons learned after the exercise. Or simply

put, ‘so what'? Take for example Maritime Dynamic Targeting.

In the past, we have seen both gaps and overlaps between mari-
time, land and air components. This is extremely evident in the
Time Sensitive Targeting cell of the JFACC (Joint Force Air Com-
ponent Commander).

As all components are continually developing faster and more
lethal capabilities, we need a way to update the processes we
use to prosecute these targets. This exercise has allowed us to
work real world, challenging scenarios to define for all compo-
nents the best practices to effectively and efficiently prosecute
these targets.

CHIPS: What is Maritime Dynamic Targeting?
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Maritime Dynamic Targeting is the process
of prosecuting a time-sensitive target in the maritime environ-
ment. Navy has done this for years, but now we are working to
do it in the joint arena where the JFACC and JFLCC (Joint Force
Land Component Commander) have visibility on what we're
doing. This is extremely important due to the command and
control of who owns the assets available to strike, and who is
controlling those assets when you need them.

When we see a new target pop up,do we have the processes and
relationships built to immediately identify and prosecute it with
the best platform available and in concert with the JTF (Joint
Task Force) commander’s desired effects? Do we have the com-
mon TTPs of all components to work together in each other’s
area of responsibility to do so as efficiently as possible? These
are some of the things exercises like this give us.

CHIPS: You mention coalition and other agencies a good bit. Why
is it so important that the Navy works with them in the maritime
domain?

You have heard the CNO talk about a 1,000
ship Navy. What does that mean? Does it mean he wants to
have 1,000 ships in the U.S.Navy painted gray with U.S. Sailors on
them? Not at all. What we want to be able to do is build an op-
erating maritime picture that is worldwide using coalition and
joint partners so that whoever has the sensor, whoever identifies
the ship, can then put it all into one truly worldwide common
operating picture that we can tap into.

For instance, the U.S. Coast Guard has a fantastic picture of the
maritime domain out to about 12 miles. We have worked with
them to develop our common operating picture to include all
they offer. What we are endeavoring to do now is to make sure
we are not playing what we call the ‘catcher’s mitt.’ If something
bad is coming into this country on a ship, whether it is off the



coast here in Norfolk, in Hawaii or anywhere else — we want to
know about it long before it gets that close. This requires that
we fuse our intelligence and sensors with many other agencies
and countries worldwide, so we know before it is actually loaded
on the ship.

Federal agencies and all the Services have been working on
this. The lane where 2nd Fleet has responsibility, working for
U.S. Northern Command through U. S. Fleet Forces Command,
is where we are concentrating our efforts. Those efforts have in-
cluded building new relationships outside of DoD.

Vice Adm. Mark Fitzgerald, Commander, Second Fleet, now has
written memorandums of understanding or direct liaison with
the State Department, FBI and NCIS (Naval Criminal Investiga-
tive Service). We do a lot bilaterally with the United Kingdom
and Canada.

This has allowed us to develop many new ways of identifying
and solving problems and then sharing them within Navy life-
lines with the other numbered fleets as well as with many other
organizations outside of the Navy.

CHIPS: How do you operate with first-responders like state and lo-
cal agencies where these personnel don't report to the military?

Rear Adm. Anderson: Here in Tidewater we have several differ-
ent city municipalities that each has a maritime police capabil-
ity. At the Joint Harbor Operations Center (JHOC) that the Coast
Guard runs in Hampton Roads, they are constantly working to
solve command and control issues like you describe. If a suspect
ship is observed by the Norfolk Police Department, the Norfolk
Police know who they report to and what to expect. The same is
true for Virginia Beach and all the others.

This gives the visibility needed to ensure every agency knows
what it is expected to do, who is in control, and then allows the
Coast Guard to coordinate efforts. This is something that is hap-
pening right now.

CHIPS: How has Second Fleet’s mission changed in the last few
years to help fight the war on terror?

Rear Adm.Anderson: Second Fleet has four major objectives. The
first one is certification for all the carrier strike groups, surface
strike groups and expeditionary strike groups before they are
deployed. We don't train them anymore. We have subordinate
commands that do their training. However,Vice Adm. Fitzgerald
is the final authority to certify a CSG, SSG or ESG as combat ready.
That's still our bread and butter.

The second mission objective we have is to be able to have our
staff function as a Joint Task Force commander. The third one is
to be the Joint Force Maritime Component Commander (JEMCC)
much like you saw with Hurricane Katrina. Katrina gave us a
chance to validate the new staff structure we had to develop to
be able to serve these new mission objectives of JTF or JFMCC.

This new command structure is what we call a distributed staff.
We have a small portion of our staff that is trained, manned and
equipped to forward deploy at any time. Then through reach-
back, we can increase our work capacity by having portions of
the required work completed by the bulk of our staff that re-
mains in the headquarters. We are constantly developing the
skill sets our people need to effectively operate this way and im-
proving the hardware needed to support them.

The fourth major objective for Second Fleet is in our NATO com-
mand, the Combined Joint Operations from the Sea Center of
Excellence that we stood up last year.

CHIPS: What about the federal agencies that can’t work on our net-
works, like SIPRNET, because of the security classification require-
ment. What will be the communication method?

Rear Adm.Anderson: | will give you two answers to that. First of
all, the Joint Interagency Task Force South (JIATF-S) in Key West,
Fla., has been up and running for a number of years, primarily
focusing on the drug trade. You will have a watchfloor, like in
our MOC, with an FBI agent seated next to a CIA agent, seated
next to a Navy officer, who is seated next to a Coast Guardsman,
seated next to an Airman seated next to a Dutch officer — and
they are all internally set up on their own equivalent of SIPRNET.

Let’s say that | want to see data in the FBl agent’s database, which
may entail opening an active criminal investigation in our coun-
try. There are serious reasons the FBl would not want me to have
access to that system, just like we have reasons that we don't
want people to be able to get into SIPRNET.

What JIATF-S has done is establish the protocols they need to
be able to share only the needed information. We may not have
complete visibility to their entire database, but we can glean out
what we need at any time. That’s one way we are going about it.

We have also started working creative ways to cordon off por-
tions of SIPRNET and to make more systems interoperable. NET-
WARCOM (Naval Network Warfare Command) has been working
very hard to help provide us the tools we need to meet our op-
erational requirement and yet still ensure we have the proper
level of security in our systems.

Let me give you an example. Last year, the USS Theodore Roos-
evelt (CVN 71) Strike Group had a Spanish ship in their battle
group. During their Joint Task Force Exercise (JTFE), we invited a
rear admiral from the UK to come over with his entire staff and
serve as our JFMCC.

So, we had a U.S. JTF Commander, Vice Adm. Fitzgerald em-
barked on USS Iwo Jima (LHD 7), with a UK two-star serving as
the JEMCC in our headquarters in Norfolk, tasking the CSG com-
mander onboard Theodore Roosevelt, who had, as one of the
key ships in his command, a Spanish ship. We had four different
systems on live chat,and all were able to communicate through-
out the exercise.
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| went down to the British commodore’s stateroom on USS Iwo
Jima one evening because he came to my stateroom and said,
‘You have to come see this!" He had four screens up with live chat
going from us aboard lwo Jima to the UK commander in Nor-
folk on this releasable SIPRNET, down to the Theodore Roosevelt
Strike Group, over to the Spanish ship Alvaro de Bazan (F101).We
were doing live chat for four different systems all at one time.

Those are some of the things that NETWARCOM has helped us
work through. A lot of the time, the problem is not hardware but
specific protocols and getting the authority to interoperate.

Are we there yet? No. Have we identified where we need to
get to? Yes, we have. And we are getting there a lot faster than
anybody anticipated at this point. All players, whether it is FBI,
whether it is the State Department, the UK as a NATO partner,
whether it is the Spanish government as a coalition partner
— everybody understands — and everybody is trying to move
toward that.

We just have to continue to adapt and do the hard detail work.
But it is work that is making our country a safer place everyday.

CHIPS: Is there any final comment you would like to leave us with
today?

| firmly believe that one of the most impor-
tant things we have to get better at across not only DoD, but all
of the other agencies, is explaining to the American people what
we are doing to make their military more effective in the ‘Long
War’ that is GWOT (global war on terror). How we are making
America a safer place.

The Goldwater-Nichols Act was designed to make DoD become
joint and interoperable. The operations in Grenada proved to us
years ago that the Services didn't even have radios that could
talk to each other. We have matured dramatically since those
days and are indeed interoperable today.

Interoperable is nothing more than ensuring my people and
equipment works with your people and equipment. This is im-
portant, but it is not good enough any more. We need to get
to the point where we are truly interdependent, which means
| cannot do my job without you, and you cannot do your job
without me.

This level of coordination demands trust and an in-depth under-
standing of every players'strengths and weaknesses. We need to
get to this point not only within DoD, but within the other gov-
ernment agencies as well. What you are going to see here today
is how Second Fleet is making this concept a reality today. CHPS

For more information about U.S. Second Fleet, go

to http://www.secondfleet.navy.mil/.
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By Sharon Anderson

he Joint Expeditionary Force Experiment 2006 is the sixth

in a series of U.S. Air Force biennial highly focused, mul-

tinational, multi-Service military experiments. JEFX sup-

ports multi-functional exploration, spiral development
and rigorous assessment of initiatives in the areas of command
and control, space, information management, combat forces,
mobility, combat and logistics support, and homeland defense.
The Main Experiment (MAINEX) executed April 18-28,2006.

JEFX 06 is the first experiment to leverage the integration efforts
of experimentation and link them directly with test and evalua-
tion to prepare the Combined Air and Space Operations Center
(CAOCQ) weapon system for expedited operational fielding.

The goals for this experiment are to better integrate CAOC pro-
cesses, expand the use of data links, extend networks linking
operational and tactical levels of execution, and improve coor-
dination processes for collecting, fusing and disseminating infor-
mation in support of homeland security and defense.

“JEFX 06 is a true experiment. It is Air Force directed,” said Sec-
ond Fleet science adviser, Tom Forbes.“Navy plays in JEFX to in-
teroperate, to be interdependent with the Air Force on the same
operational level. We experiment with the latest and greatest in
technology. We take away lessons learned, and we make recom-
mendations as to what to do with the‘so what' after we have fin-
ished with the experiment and the analysis work. Do we accel-
erate production or do we let it mature more in the laboratories
and industry floors before we turn it over to the warfighters?”

The Navy portion of JEFX 06 is sponsored and led by the Na-
val Network Warfare Command (NETWARCOM), the operational
agent for the Navy’s FORCEnet program under Sea Power 21.
Second Fleet is the overall fleet lead for JEFX 06.

The Navy Warfare Development Command (NWDC) coordinates
the SeaTrial component of the Sea Power 21 vision, the Navy's ex-
perimentation program.The Sea Trial Information Management
System (STIMS) for concept development and experimentation,
developed by the NWDC, is an interactive, secure database locat-
ed on the NWDC SIPRNET Web site (nwdc.navy.smil.mil/stims).
STIMS serves as the central library of initiatives, events and proj-
ects to manage Sea Trial events and related activities, as well as
to support cataloging all experimentation.

After the experiment, the evaluation process includes the appro-
priate Fleet Collaborative Team, the operational agent, and ulti-
mately the Sea Trial Executive Steering Group. STIMS is also the
repository of analysis and assessment documents that are linked
to Sea Trial experimentation proposals and initiatives.

Each of the Navy’s four JEFX 06 initiatives has its own STIMS
unique identifier, Forbes explained. The objective of STIMS No.
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Tom Forbes, Second Fleet science adviser.

2042, Global Hawk Maritime Demonstrator (GHMD)/Maritime
Domain Awareness (MDA), is to explore the processes, proce-
dures, systems and time lines for GHMD to support and provide
maritime operational and intelligence data to maritime home-
land security/maritime homeland defense (MHLS/MHLD) nodes
across military components in support of specific maritime do-
main awareness surveillance requirements.

The GHMD system will also be used to further develop long en-
durance unmanned aerial vehicles (UAV) concept of operations
(CONOPS) and tactics, techniques and procedures (TTP).

The Naval Air Systems Command (NAVAIR) acquired two Global
Hawk aircraft as part of the GHMD project administered by the
Program Executive Office for Strike Weapons and Unmanned
Aviation (PEO(W)) and its subordinate Program Management
Office for Unmanned Aerial Vehicles (PMA-263).

The Navy is committed to buying a high-altitude, long-endur-
ance unmanned air system, according to Forbes. The Navy’s plan
is to use the unmanned air system as a surrogate for the pro-
curement plan. The experiment used simulation testing due to
delays in delivery of the first air system to the Patuxent River Na-
val Air Station. One test flight of about two hours duration was
conducted during the experiment; however, it was not a data
collection flight for purposes of the experiment.

“The first airplane will probably show up around 2012. The Air
Force had already developed Global Hawk as a part of an ad-
vanced concept technology demonstration. Navy decided if we
are going to buy into a program like this, a unique, revolutionary
airplane that flies for a long time (a day and a half, perhaps) at
high altitudes so it is not interfering with commercial aircraft, we
ought to learn how to operate it before we develop the procure-
ment program,” Forbes said.

The air system consists of Synthetic Aperture Radar (SAR),
Ground Moving Target Indicator (GMTI), maritime surveillance
and Inverse SAR Radar. The Global Hawk came with existing Air

Force sensor software, which the Navy modified. The Air Force
model was optimized for land search and surveillance. But the
boundary conditions are different between land search and wa-
ter search. In the land environment, the only thing that is moving
is the target, but over water, the ocean surface is moving contin-
uously, but targets do not move rapidly. ISAR records the echo
signals of moving targets such as ships and displays the unique
characteristics that make them different from land targets.

“We added a maritime surveillance mode for the radar maritime
target acquisition that results in dots or target locations on the
common operating picture. We added Inverse Synthetic Aper-
ture Radar, known as ISAR. It is good over water because it can-
cels out the background of the water’s movement; it only looks
at the characteristics associated with ships in the ocean— pitch
and roll and yaw. As the ship moves, it reveals itself and its char-
acteristics over an ISAR picture,” Forbes said.

Electronic Support Measures is essentially an electronic vacuum
cleaner that sucks up electronic emissions from the targets and
provides line of bearing information to the ground station. This
is a unique Navy package that is in the air system. It downlinks
information to the ground station called the Tactical Auxiliary
Ground Station (TAGS), which is paired with the Mission Control
Element (MCE) at Patuxent River, Md.

A tremendous amount of data are sorted at the TAGS, according
to Forbes. Individual tracks are nominated to the Naval North
Fleet East, which is Second Fleet’s name in its homeland secu-
rity/homeland defense role to U.S.Northern Command. Imagery
from the ISAR radar and/or electro-optical or IR (infrared) sen-
sors go to the Office of Naval Intelligence, Fleet Imagery Support
Team and National Maritime Intelligence Center in Suitland, Md.,
where imagery analysts examine the data and provide associa-
tions between the analyzed imagery and the target.

“We pair the two together and nominate those tracks to a com-
mon operating picture, provide that to U.S. Fleet Forces Com-
mand and from there they are disseminated over the GCCS-M
(Global Command and Control System - Maritime) transport
path,” Forbes said.

Imagery is also sent to the Coast Guard Maritime Intelligence
Fusion Center located at Dam Neck, Va., which may send the pic-
ture to Coast Guard Headquarters. USNORTHCOM and the Joint
Force Maritime Component Commander (JEMCC) North, which
is Fleet Forces Command, provide a picture to the CAOC at Nellis
Air Force Base, and up to the Pentagon.

“We are looking at how we integrate the products from that air
system with other sensors and database information so that we
can positively locate, characterize, identify and persistently track
candidate vessels in the maritime domain,” Forbes said.

The Navy is working with the Coast Guard because certain sec-
tions of Titles 10 and 14 preclude members of the Army, Navy, Air
Force or Marine Corps from direct participation in law enforce-
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ment activities. Some of those law enforcement activities would
include interdicting vehicles, vessels and aircraft; conducting
surveillance, searches, pursuit and seizures; or making arrests on
behalf of civilian law enforcement authorities. The Coast Guard
is not restricted from acting in this regard.

“We are looking to be able to sort the suspect vessels from all
the rest and then have the ability to disseminate that informa-
tion, not only among Navy stations and resources, but provide
that information to interagencies, Coast Guard, FBI and other
agencies that might be interested, including U.S. Customs and
Border Protection,” Forbes said.

In the Maritime Dynamic Targeting (MDT), STIMS No. 2041, and
Time Sensitive Targets (TST) piece, the Navy wants to develop
the process by which maritime forces prosecute MDT and TST.
This experiment provided the opportunity and means to focus
technology development for marine command and control and
targeting to speed up targeting capability. The experiment also
was an opportunity for input into the development of JFMCC
command and control, targeting and fires doctrine,and TTP.

Maritime Dynamic Targeting objectives include testing joint in-
teroperability, timeliness and accuracy, and appropriateness of
response. MDT demonstrated the interoperability, interdepen-
dence and connectivity between the Combined Forces Air Com-
ponent Commander, the Combined Forces Commander, the
Joint Task Force Commander and Second Fleet using the same
software suite that the air component uses at Nellis Air Force
Base, called the CAOC Common Client.

Cross component collaboration means that when the Air Force
or the Navy develops a target, it becomes available for anybody
to execute a strike on that target.

“For Maritime Dynamic Targeting we have developed a CONOPS,
and we have refined that through spirals. We have refined the
standard operating procedures to the point where we are now.
It seems to be working well, so well that the Air Force has adopt-
ed the same kind of processes and procedures in its operations
center at Nellis Air Force Base,” Forbes said.

Tactical IP Networks, STIMS No.2040,and Link 16,STIMS No.2039,
presented the concept of the airborne network evolving from
voice-based command and control at the operational level to a
more complex network of data shared in many forms by many
users. Machine to Machine (M2M) targeting using Link 16 is a
legacy system that constituted the backbone of Navy experi-
mentation in JEFX 04. Further experimentation is needed to en-
hance Blue Force situational awareness and improve the Navy's
ability to receive and transmit imagery and conduct Digital TST.

A desired outcome of this part of the experiment is that imagery
using the J16.0 message and targeting data can be transmitted
through the current infrastructure with acceptable latency and
that the images are of sufficient quality to reduce the kill chain
time to execute.
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Airborne Tactical Internet Protocol (Tac IP) experimentation al-
lowed the exploration of maturing technologies that have the
potential to significantly enhance information flow around the
battle space. JEFX 06 employed Tactical Targeting Network Tech-
nology to investigate Tac IP networks potential use and role
within net-centric operations.

“Tactical IP Network takes the ground-based, terrestrial IP net-
works that you are familiar with and puts them in the air. Now
you have airplanes interoperating over an IP network at high
bandwidth, with high data rates that we heretofore have not
been able to do,” Forbes said. “Link 16 experiments with nontra-
ditional intelligence, surveillance and reconnaissance by passing
imagery back and forth.”

Anybody on the ground that has access to the IP network and
the cockpit can send imagery, messages, chat or Voice-over-IP.
Having received the images, the pilot can identify the target on
the ground, execute a strike, take an image of the target with the
on-board equipment, send it to the CAOC, and there is almost
immediate results on the bomb damage. The success story here
is high bandwidth in the cockpit and rapid transmission of tacti-
cal data.

“Whoever puts eyes on a target, transmits this information
through the network to the CAOC. Then one or more of the ap-
plications in the MOC nominates the strike through the Battle
Management Command and Control (BMC2), whether it is an E2
Hawkeye or an AWACS, and that is passed to an F-15 E1, a special
aircraft made by Boeing,” Forbes said.

The Boeing F-15 E1 is special because it allows the installation
of two different types of operational flight software; one is the
actual release, and the other can be used for experimentation.

While Forbes provided details about the experimentation,
watchstanders in the MOC were participating in the exercises
as events unfolded. In the cubicle marked “ISR OPS” Cmdr. Mark
Hottendorf and Operations Specialist Senior Chief Kevin Albright
were using IWS, or InfoWorkSpace, an interactive virtual environ-
ment that allows geographically dispersed teams to collaborate
and share information in real-time.

“We use a couple of tools that are under development to update
what is going on when we are trying to get approval. It could be
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dropping bombs on a target or denying airspace to someone, or
getting ships or aircraft from one place to another,” Hottendorf
said.

The software tested called WEEMC, or Web Enabled Execution
Management Capability, is the interim name for a new system
that will be called JADOCS-NC or Joint Automated Deep Opera-
tions Coordination System - Net Centric. It allows coordination
between different levels of the command structure to agree on
courses of action. When the board signals green across all levels
of command, it means that the course of action has been ap-
proved and units are assigned to execute the order.

“Basically, we are concerned with the maritime component,
which are the ships and the aircraft that are operating at sea.
There is also a Land Component Commander, which is Army
and an Air Component Commander, which is Air Force. We have
cross-coordination between those component commanders,
and that’s also done via this tool as well,” Hottendorf said.

Coordination across levels of command takes mere seconds, but
evaluating operational options may be more complicated.

“The decision on the courses of action may take several minutes.
We may have to consult with the JAG, the Judge Advocate Gen-
eral, concerning the rules of engagement and collateral damage
estimates. Once we have discussed those courses of actions, the
actual approval takes a matter of seconds,” Hottendorf said. “In
this experiment we are taking some of the older doctrine and
putting a new spin on it. We are developing new tactics, tech-
niques and procedures and using these tools to help develop
new doctrine.”

New technology does not drive the need for new doctrine;it only
enhances it, according to Albright. “The tool helps the process
go faster. The people in different areas and at Nellis are coordi-
nating off this same tool.... It is like a relay race; someone starts
off the process and then hands the baton to the next person.”

“Technology is enabling us to do things at a quicker rate, but we
still need to make sure that if we do something that quickly that
we do not have friendly fire,and we do the proper thing and still
allow the commanders on the field to take the initiative to do

Cmdr. Mark Hottendorf (right, foreground) and OSCS Kevin
Albright using InfoWorkSpace, a real-time virtual environment for
information sharing.

what they need to do without reaching down and micromanag-
ing,”Hottendorf said.

JEFX consists of three spiral events, in addition to MAINEX. Spi-
ral 1 is essentially a technology demonstration of the command
and control tools or “initiatives” where warfighters can provide
feedback to the developers. The developers use the feedback to
modify the tools or initiatives before Spirals 2 and 3.

During Spirals 2 and 3, the warfighters, manning an operation-
ally representative combined air operations center, use the ini-
tiatives and systems, assess them for their operational utility and
submit desired changes. The ultimate aim of the experiments is
to accelerate development to get capabilities into the hands of
warfighters faster.

The only U.S. Air Force member in the MOC, Maj. Jim “Irish” Kock-
ler, is the Second Fleet project officer for Maritime Dynamic Tar-
geting. Kockler said he was excited about MDT test results.

“Things are going better than | expected. After Spiral 3, as far as
the Maritime Dynamic Targeting is concerned, we accomplished
what we wanted to accomplish during MAINEX the last time we
got together. Now we are advancing the football down the field
a little more during this MAINEX. We are doing a good job. 'Dr.'
Forbes thinks the same way. | do not think we came into this to
write a Tactical Memorandum on this process, but | think that is
going to be the end result,” Kockler said.

Maj.Kockler helps 2nd Fleet develop tactics, techniques and pro-
cedures. Lessons learned during this experiment may become
part of Navy doctrine, according to Kockler.

“Someone else will take our lessons learned and put those into a
document. For example, Naval Warfare Development Command
has written the concept of operations,and we are employing the
work that they have done and are experimenting with it. They
will make changes based on how we perform,and it ends up be-
ing a Navy Tactical Memo.” CHIPS
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Interview with Vice Admiral Keith Lippert
Director Defense Logistics Agency

The Defense Logistics Agency (DLA) is a U.S. Department of Defense (DoD) agency. The DLA Director
reports to the Under Secretary of Defense for Acquisition, Technology and Logistics through the Deputy
Under Secretary of Defense (Logistics and Materiel Readiness). DLA provides worldwide logistics sup-
port for the missions of the military departments and the unified combatant commands under conditions
of peace and war. It also provides logistics support to other DoD components and certain federal agen-
cies, foreign governments, international organizations, and others as authorized.

A major initiative underway is Business Systems Modernization (BSM), a project that will replace DLA’s
mission critical legacy systems with a new enterprise architecture based on COTS software and best
commercial practices.

For the second time in three years, DLA's Information Operations Directorate received a ClIO 100 Award,
presented annually by International Data Group's ClIO magazine. DLA is being recognized for its eWork-
place program, a single portal for knowledge management, work processes and collaboration across
the entire agency. CHIPS asked DLA Director Vice Adm. Lippert to talk about DLA’s transformational

Vice Adm. Keith Lippert
CHIPS: What is the Business Systems Modernization initiative?

Vice Adm. Lippert: First, | would like to spend a moment making
sure that you understand what DLA is. It is important that you put
into perspective the size of the organization and mission. DLA is re-
sponsible for providing logistics support and services throughout
the Department of Defense. It is a joint command, which means we
have military assigned from all the military services, and we, in fact,
do support all the military services.

Our total workforce is more than 20,000, of which about 500 are ac-
tive duty military. Thus the largest part of our overall staffing is our
civilian workforce, many of whom have a great deal of overall DoD
logistics experience and a number of whom work directly with our
customers.

“If we were on the We run this agency like a business. We
get very little direct appropriated fund-
ing to run DLA. We are primarily funded
via the Defense Working Capital Fund, so
we add a cost recovery rate, as a neces-
sary form of ‘overhead’added to the cost
of the supplies that we provide, and use
it to pay my salary, the other 20,000 plus
civilian and military salaries, utilities,
other costs to source, acquire and dis-
tribute material, and so on.

Fortune 500, we
would be No. 50 in
sales — above the
Intel Corp.”

- Vice Adm. Keith Lippert

In fiscal year 2001, we were a $17 billion
corporation as reflected in our sales to our customers. This year we
project to be a $35 billion corporation. Business has doubled in five
years. We're meeting the demand, providing services and support
with fewer people than we had five years ago,and at a significantly
reduced cost recovery rate.

We provide 95 percent of the services’ repair parts,and 100 percent
of the services' subsistence, fuels, medical, clothing, textiles, and
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construction and barrier materials. We also run a large worldwide
warehouse distribution system. We run a property disposal and re-
utilization system.

We provide the Defense Logistics Information Service that catalogs
all the parts used in DoD and by NATO. We run a hub at the Defense
Automatic Addressing System Center that routes the vast majority
of DoD’s logistics transactions. We run a Defense document auto-
mation and production operation. That’s just to give you an idea of
some of the things that we do.

We get 54,000 requests for material a day on average. We award
8,200 contracts a day. If we were on the Fortune 500, we would be
No. 50 in sales — above the Intel Corp. We have 26 worldwide dis-
tribution depots, anywhere from Korea to Kuwait. We are located in
48 states and in 28 countries.

So,when we implement something like our Business Systems Mod-
ernization, it is a major endeavor when put in our large and world-
wide support context. The system that we are replacing, which we
refer to as our legacy system, was designed in the 1960s. It was im-
plemented in the 1970s,and it probably should have been replaced
in the late 1980s. It is written in COBOL, and it is a dinosaur. When it
was implemented, it was state-of-the-art. It still does a remarkably
good job of providing worldwide support, but it does not have the
functionality that we need right now.

This agency tried five different times to start projects to replace this
legacy system. This is our sixth attempt — and we are going to
be successful this time. The backbone of BSM’s enterprise resource
planning (ERP) is systems software and related embedded business
processes from SAP. We use Manugistics for our demand-planning
module. Overall,BSM is about a $750 million project.

The project was started in 1999 in terms of defining the concept.
We went to a live concept demonstration of much of BSM’s func-
tionality in summer 2002 with limited items and numbers of users



at first. We took 155,000 of our 5.2 million items and put them un-
der this solution.

Prior to that concept demo, we trained people not only in the sys-
tem itself but also in change management. Every employee per-
forming inventory management related functions within DLA had
used the legacy system for his or her entire professional life at DLA.
During the concept demo, we took that familiar system away, and
employees had to do everything differently.

We trained,and we measured progress,and after an extensive train-
ing period and selection of the first people that would use the sys-
tem, we went live. The challenges were not only the change man-
agement issue, but also the fact that we were in the midst of a war
and supporting warfighters around the world. We did not have a
margin of error to slip. So there was added pressure to make sure
that the system was effective right from the start.

While it was effective overall, we had a lot of problems to resolve in
the BSM concept demo phase. Despite all our careful planning, we
were much too optimistic in assuming we could bring this complex
system to maturity in a three to six-month concept demo period.

It ultimately took two years to get the system stabilized and to add
some additional planned functionality to it. During that two-year
period it was not always clear that the light was at the end of the
tunnel. Once we got past that, we started rolling out the rest of
our 5.2 million items. We have about $8 billion of our sales in this
ERP solution as of April 2006. By December 2006, we will have the
majority of the 5.2 million items up and operational involving $18
billion in sales.

One of the benefits that we expect to achieve from this system is a
reduction in customer wait time because the system operates on a
real-time basis as opposed to the batch mode process of the legacy
system. We expect to see reduced operating costs because the sys-
tem is much more efficient than the legacy system associated with
it. We expect to see savings in inventory because we will require
less inventory. This is because of the data integrity that the system
requires, and the demand forecasting and customer and supplier
collaboration techniques it has.

The new system requires reorganization of related processes and
functions at our Defense supply center buying activities, which we
call Inventory Control Points, and changing job roles and descrip-
tions to incorporate the best business practices of the private sec-
tor while also incorporating those best practices that remain truly
unique to military logistics support.

DLA has never been able to pass a chief financial officer’s compli-
ance audit (as is true for most of the DoD). So another of the ben-
efits that we expect to achieve is that DLA, in FY08, will be able to
pass that audit for the first time. The ERP solution is a major con-
tributor to that.

The only other thing that | would say is that if, in fact, any organiza-
tion, | do not care if it is public or private, wants to implement an
ERP solution, there has to be a commitment from the leadership. It
is not just a commitment; it is a passion to get this thing done. If the

Commander
Defense Supply
Center Richmond,
Va., Rear Adm.
Mark Heinrich
discussing the
Business System
Modernization
program with
employee
Taneesha
Goodrich July ’
2005.BSM : : :
replaced a COBOL-driven legacy program designed in the 1960s with
enterprise resource planning software.

passion to do this is not there, the system will fail. When you see
the statistics of the various companies that have tried, it bears out
the fact that there has to be a commitment on everyone’s part.

Another thing that | would reinforce is,"You have to train, you have
to train, and you have to train’to make sure that the system can be
implemented successfully. If we had chosen a strategy, which you
could call a’big bang,’ which means that we had thrown everything
into BSM at one time, we would have failed miserably. We would
have probably put support to the warfighter at risk.

Certainly, a lesson learned for anyone is that an incremental ap-
proach is the best. As you move to an ERP solution, you learn and
adjust.You take another bite out of the apple,and you keep on go-
ing until you are finally operational.

CHIPS: The Integrated Data Environment (IDE) will provide a DoD
ebusiness information exchange service, which will enable common
interactive business practices across the military services, agencies
and their trading partners. How will the IDE work?

Vice Adm. Lippert: This is a goal that the DoD has had for years.
The idea behind it is to ensure that regardless of where warfighters
are, when they query the supply system, they know what the asset
profile is or when the contract is due in. Warfighters want to know
if we have what they need, and where the material is in the trans-
portation system as it arrives in the theater.

One of the major lessons learned in Operation Desert Storm in the
early'90s was that we had a huge buildup of material there, literally
mountains of material, because the warfighter was ordering ma-
terials repeatedly to make sure he (or she) had them on hand. It
gets back to trust in the supply system and its ability to produce
what is required. If asset visibility tools had been in place in Des-
ert Storm, we would have had a more cost-effective supply chain
providing materials for our warfighter. That is why this initiative is
so important.

We have implemented the newest version, which we literally call‘As-
set Visibility’ that is part of the IDE effort. Warfighters can query into
AV and get the required data that they need, not only from DLA but
also from the military services, and can utilize the data in readiness
planning. This new version of AV creates some executive summary

CHIPS Jul-Sep 2006 17



level charts that help from a management perspective and also al-
lows us to access our BSM effort.

| have been to Kuwait several times, and one of the frustrations of
the warfighters is that they have to go from personal computer to
personal computer to tap into various databases so they can get all
the information. It would be nice if they could sit at one PC and get
the information that they need. To help, DLA and USTRANSCOM
(U.S. Transportation Command) are joining together to converge
our IDE system with USTRANSCOM's GTN (Global Transportation
Network) system, which provides the transportation tracking link
into one source so the warfighter can find not only basic asset vis-
ibility but also the transportation status. This is a major step for-
ward for us.

The next step, beyond converging IDE with GTN, is to expand IDE’s
scope within DLA to better integrate all of our DLA logistics data.
Subsequently, we plan to help DoD pursue an Enterprise Integrated
Data Environment, which would enable faster and more accurate
sharing of logistics information from the military services’ data-
bases via a Web browser, including data in their ERP replacement
systems and their current legacy systems, to help provide the full
across-DoD asset and transit visibility that is so important for future
logistics support to the warfighter.

CHIPS: DLA is a champion of knowledge management practices. Can
you talk about some of the projects in this area?

Vice Adm. Lippert: | put this under the umbrella of communica-
tions. DLA has more than 20,000 people around the world. Com-
municating is a difficult process. You have read that you have to
communicate everything seven times to get the message through.
Anything that we use to help in communicating and overall knowl-
edge sharing is very important to us. We implemented a common
tool called ‘eWorkplace.” The intention is for it to be used through-
out the entire DLA enterprise.

We also have worked hard on metrics, which we use throughout the
organization for anything that we do, to measure to see if, in fact, the
tool is being utilized and then to link it into our strategic and busi-
ness plans, our Balanced Scorecard, which are all part of our strategic
effort.This is to make sure that everybody realizes our objectives; this
is why eWorkplace is so important.

eWorkplace is an enterprise portal; it is a common base for deliv-
ery of all information within DLA. At the first of this year, we had
over 52,000 logins to the system, which is a 30 percent increase
in growth since August 2005. One of the things it does is greatly
reduces the amount of bandwidth used to send multiple briefing
copies to potential users by e-mail. Instead, we provide a link to
the file on eWorkplace. This also reduces the number of copies that
need to be stored on individual PCs and helps ensure everyone is
referring to the current version.

We do get feedback from people who feel it can be used in a better
way, and we try to make adjustments accordingly. We have gone
more and more to teleworking, and in a telework environment,
things like eWorkplace become important tools to make sure that
teleworking is a successful effort.
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CHIPS: What is the eBusiness/eCommerce initiative?

Vice Adm.Lippert: This is something that is important for us as we
look to the future. Although the terms ‘eBusiness’and ‘eCommerce’
only came into common use in the mid-1990s, DLA has really been
involved in this approach for the last 40 years. When DoD standard-
ized logistics transactions throughout the Department, it became
part of our Defense Automatic Addressing System. In recent years,
we have greatly increased our leverage of the Internet to enable
much more extensive use of commercial standards and to provide
faster support overall.

The related effort that | am most interested in now is ‘'DOD EMALL.
We have been running EMALL for the Department of Defense. Basi-
cally, EMALL allows a DLA customer to log in to the EMALL Web site
(www.emall.dla.mil) and access a series of catalogs to order mate-
rial using a DoD credit card and to arrange transportation for the
materials to be delivered.

The idea for EMALL was started in the late 1990s. Initially, it did not
have much business. We built it and nobody came, as opposed to
‘build it and they will come.” We spent a lot of time at DLA market-
ing EMALL and making sure customers knew what the capabilities
are and what it could do for us.

In FY02, our sales were about $6 million out of the $17 or $18 bil-
lion worth of business that DLA was doing. It grew to $60 million
in FY03, and we completed last year at $500 million. The number
of customers has increased from 13,000 to 26,000. We have about
1,200 catalogs from various sources on it now,and | continue to see
this growing as we look into the future.

Many of our big customers are organizations like the naval ship-
yards that have found EMALL helps fill their requirements. We have
even expanded use to the Department of Homeland Security.

CHIPS: DLA has such a large customer base, is it possible to standardize
business processes and technology across DoD and federal agencies?

Vice Adm. Lippert: Impossible. There are too many unique appli-
cations and missions for that ever to be a goal. But there are clearly
certain areas that we can work on in terms of better standardiza-
tion. The transaction system that | mentioned is basically the same
regardless of who the customer is. Where we have areas where it
appears that standardization can be done, we certainly focus on
that, such as our successful standardization of warehousing opera-
tions that support all of DoD,and in our logistics data projects such
as the IDE/GTN convergence that | talked about earlier.

DLA inventory manages most of the 5.2 million items that | have
mentioned. As we continue to manage all of these items, it leads
to standardization. To explain, they are mostly consumables, many
of them commonly used across DoD — items that are either con-
sumed, such as food or fuel, or are disposed of when no longer use-
ful, like certain clothing items or various spare parts and general
use items.

This contrasts with items that are used for awhile and then repaired
or refurbished for reuse, commonly called Depot Level Repairables.


http:www.emall.dla.mil

DLRs are often warehoused by DLA but are inventory managed by
each of the military services. The Base Closure and Realignment Com-
mission gave us some opportunities to do additional standardization,
including applying common procurement practices to buy DLRs in
the amounts determined by the services’ inventory managers.

So where we can, we try to take advantage of standardization, but
there is never going to be one standard way to do all of this.

CHIPS: You sound so passionate about serving DLA customers. Do you
consider the services DLA provides to be part of DoD’s weapons systems?

Vice Adm. Lippert: They absolutely are from many aspects! First,
when you manage 95 percent of the consumable items that DoD
uses, it is obvious that we are engaged with the weapon systems
around the world. In all my travels since | have been here, one ex-
perience has always stuck out in my mind to emphasize the impor-
tance of DLA’s missions and our role in weapons systems support.

As we were expanding our role into Kuwait, the Army sent some of
its divisions from Korea into theater and they brought their equip-
ment with them. In Kuwait, the Army was bringing some of its
tanks up to higher readiness levels, and as | was going around and
looking at all the maintenance effort that was going on, one of the
groups put out in front of a tank all of the DLA items that they were
using for the readiness improvement to the tank. It really brought
home the importance of the mission that we have in providing sup-
ply and piece part support to make sure these weapon systems are
geared to do what they do.

The second piece of it is that we are getting more and more into
information services in terms of asset visibility and the systems we
can bring to make it easier on the maintenance people and war-
fighter to support readiness.

The third piece of this whole thing is that we have, in the last sev-
eral years, positioned our people forward with the warfighters. We
have DLA people with our major combatant commanders and also
our major customers. They actually deploy with them as they go
into theater. We have a significant presence in Southwest Asia right
now, in Irag,and certainly in Kuwait and Afghanistan. DLA is central
to the entire mission of the Department.

CHIPS: U.S. forces in Iraq and Afghanistan have commented enthusi-
astically about the quality and variety of food in the dining facilities. Is
DLA responsible for providing the fresh food items?

Vice Adm. Lippert: We are involved in awarding the contracts
for the food in all these areas. We call these contracts ‘Subsistence
Prime Vendor Programs.” They started in the continental United
States. It is an interesting concept; we do not put the food in our
warehouses. We have a prime vendor that we requisition through,
and the prime vendor will go to various contractors and suppliers
in its network. This method provides our customers the opportu-
nity to pick the brands and types of food that they want to use. The
selection opportunities are great. It's done in a timely manner,and
| do not have to put all this material in my warehouse.

We have expanded that concept overseas. In Southwest Asia, we

have a company that does the primary work, which we call PWC
(Public Warehousing Co.) Kuwait. PWC Kuwait provides the food
for that area. | have been there, have tasted the food, and they do
a great job.

CHIPS: Are there any other DLA initiatives that you would like to tell
our readers about?

Vice Adm. Lippert: There are a lot of things going on including
focusing on the human capital side of our business. As we have
done corporate climate surveys over time, in addition to the com-
munications effort that | talked about throughout the agency, it
became apparent that while DLA was doing a good job overall in
performing its missions, there were concerns within the workforce
that one of the things we needed to work on was further enhanc-
ing the professionalism of our management team.

Most of the promotions that we did in the DoD civilian workforce
were based upon technical expertise. We had not spent much time
training those who had been promoted in terms of leadership and
management. We have a major effort going on within the DLA to
ensure that our workforce is also up to world-class standards in
terms of leadership and management skills. CHIPS
-
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| Enhanced materiel visibility is among the benefits customers can expect from a

| new program management partnership recently announced by U.S. Transporta- |
tion Command and the Defense Logistics Agency. The partnership will integrate

| defense supply chain, logistics, transportation and distribution-related data and |
information technology services. A new program office has been established to

| unify logistics/distribution/transportation visibility efforts between DLA’s Integrated |
Data Environment (IDE) initiative and USTRANSCOM'’s Global Transportation
Network (GTN) program, with the goal of eliminating redundancy, streamlining

| access to data and optimizing resources. |

| The convergence of the two programs will provide common integrated data servi- |
ces to assist development of applications that will give combatant commands, the

| military services, DoD, and other federal agencies a cohesive solution to manage |
supply chain, distribution and logistics information. Convergence will provide a
single point of systems data integration within and between DLA and USTRANS-
COM and other systems; ensure consistent access to common, authoritative
logistics data; and provide business rules and reliable information for DLA and
USTRANSCOM and their customers. |

To smooth the integration process, both programs have been placed under a sing-

| le program executive officer, David Falvey, at DLA. The program manager is Army |
Lt. Col. Pat Flanders at USTRANSCOM. Flanders is currently leading a 90-day

| technical analysis to evaluate and recommend the best approach to deliver these |
capabilities. After the analysis, the DLA/JUSTRANSCOM team will jointly develop

| the strategy for delivering the necessary data sharing and systems to provide this |
needed end-to-end capability.

More information about USTRANSCOM is available at www.transcom.mil/.

DLA is the one source for nearly every consumable item, whether for combat

readiness, emergency preparedness or day-to-day operations. More information

about DLA is available at www.dla.mil/. CHIPS
L — —
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AdobelContractiNews

The Department of the Navy Information Technology (DON IT)
Umbrella Program of contracts announces four newly awarded

Blanket Purchase Agreements for Adobe products ...

By Steve Thompson

ments (BPAs) provide both new

and upgrade software licenses
for Adobe products. These agreements
also provide Adobe software upgrade
plans, formerly known as maintenance
agreements.The BPAs include software
licenses formerly known under the
Macromedia product brand. Products
include: Acrobat (Standard and Profes-
sional); Photoshop; Encore; After Effects;
Frame Maker; Creative Suites; lllustrator;
Flash Professional; Dreamweaver; Cold
Fusion; and other Adobe products.

F our new Blanket Purchase Agree-

The awardees are CDW-G, Softmart, ASAP
and Softchoice.

A change in Adobe licensing will affect

a user’s ability to purchase upgrade plan
coverage for legacy products. Without
purchasing upgrade plan coverage,
customers will not be eligible for free ver-
sion upgrades.

From May 1 through Nov. 1,2006, all
Defense Department customers that
own Adobe and Macromedia legacy
software licenses will be able to purchase
a new upgrade plan — if the customer’s
software licenses are at current ship-
ping versions.The first six months of the
new Adobe agreement will be the only
opportunity to cover (maintain) legacy
Adobe products even if customers cur-
rently have maintenance plans.

Customers that do not take advantage
of this limited time offer will have to pur-
chase an upgrade license (if available) or
repurchase a new license for the Adobe
product to obtain the latest Adobe ver-
sions.

After the first six-month period, upgrade
plans can only be purchased for new and
upgrade licenses — and only at the time
of a new license purchase.

Products may be purchased through
the ITEC Direct storefront (http://www.
itec-direct.navy.mil). Customers can
make direct purchases using the gov-
ernment credit card; contact software
product managers and obtain customer
service; browse our product line; review
policy notices; and access small business
contracts.

Contractors:

ASAP (N00104-06-A-ZF33)
Small Business (800) 248-2727, ext.5303

CDW-G (NO0104-06-A-ZF34)
(703) 621-8211

Softchoice (N00104-06-A-ZF35)
Small Business (703) 480-1957

Softmart (NO0104-06-A-ZF36)
Small Business (610) 518-4192

These BPAs expire May 31,2008. Go to
page 53 for a complete list of contracts
and points of contact for assistance.

For more information, go to the DON IT
Umobrella Program Web site: http://www.
it-umbrella.navy.mil/contract/enterprise/
adobe-esa/index.shtml. CHIPS
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Savings Under the Umbrella

The DON IT Umbrella Program assists
the DON and DoD in making efficient use
of I'T dollars. It is a business strategy that
aggregates customer requirements for vol-
ume discounts on the products and services
that Defense customers need most.

As a key component of the DoD Enter-
prise Software Initiative (ESI), the Um-
brella Program fulfills the Navy’s duties as
the executive agent for office automation
tools, enterprise resource planning (ERP)
software and enterprise application integra-
tion software.

ESI product agreements include: the
entire Microsoft product line; Section 508
tools; Adobe; Oracle; Novell; TOWER
Software; Business Objects’ Crystal
Reports and Crystal Enterprise; Telelogic;
NetlQ; Symantec; Quest Software; Red
Hat Linux; WinZip; Gartner research and
advisory services; and much more.

But the DON IT Umbrella Program
is more than just a convenient way to
order hardware, software and services,
it is a business model that yields optimal
pricing and preferred terms and conditions
for widely used commercial-off the-shelf
(COTYS) software.

Refer to Defense Acquisition Regulation
Supplement (DFARS) Subpart 208.74
for policy and procedural guidance. The
recent reissue of the Defense Acquisi-
tion System Policy (DoD 5000 series)
mandates the leveraging of, and coordina-
tion with, the DoD Enterprise Software
Initiative when the use of commercial IT is
considered viable.

Finally, relevant provisions of the DoD
Chief Information Officer Guidance
and Policy Memorandum of July 26,
2000, may also be incorporated into soft-

ware directives and instructions.

e
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N-STAR

The quest for
America’s future
scientists and
engineers

NAVAL RESEARCH — SCIENCE & TECHNOLOGY FOR AMERICA'S READINESS

By Sharon Anderson

Naval Research — Science and Technology for America’s Readiness,
or N-STAR, is a program within the Office of Naval Research. Its pur-
pose is the development of the next generation of Navy scientists
and engineers to ensure that the Department of the Navy maintains
a leading edge in warfighting technologies for national defense.

To this end, N-STAR director, Bob Kavetsky, said the Office of Naval
Research,under the leadership of Chief of Naval Research Rear Adm.
William Landay, in cooperation with the Navy’s warfare centers, is
developing a suite of programs that the Navy hopes will result in
bringing on board 4,000 new scientists and engineers over the next
10 years.

Background

According to ONR, the N-STAR program combines vital efforts to re-
plenish the anticipated loss of federal science and technology (S&T)
employees who will reach retirement age in the next 10 years. One
effort involves generating student interest in science and engineer-
ing fields and recruiting these students for service in the Navy’s labs
and warfare centers.

The Office of Personnel Management estimates that 60 percent of
the federal government’s workforce will be eligible to retire over
the next 10 years and that 40 percent will likely retire. Competition
between government agencies and private industry for the shrink-
ing pool of newly graduating engineers and scientists is expected
to be keen. According to ONR, agencies that are unprepared to re-
place retiring employees will find themselves in a bind when they
see their intellectual capital walking out the door.

“The next 10 to 15 years could be a golden age for the mass transfer
of corporate knowledge from our existing population of ‘greybeards’
and technical experts to the next generation of scientists and engi-
neers coming into the system,” Kavetsky said. “NASA has paid the
price by letting a lot of its corporate smarts go out the door. The
Department of Energy ran into this same problem with its nuclear
weapons programs, so the Navy is not unique in this regard.”

According to ONR, there are about 22,000 scientists and engineers
in the DON, of which about 4,000 of whom are card-carrying mem-
bers of the S&T community. These are professionals who perform
basic and applied research.

Up to half of these civilian scientists and engineers are eligible to
retire in the next several years and with fewer U.S. students gradu-
ating with advanced science 