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1.0 Executive Overview 
The Department of Defense (DoD) believes that the structured analysis associated with 
architectures is essential to transforming from a platform centric environment - along 
with its associated silos of data and information - to a net-centric environment - with its 
post-before-processing paradigm and emphasis on making data and information visible 
and accessible to all authorized users.  However, the DoD has recognized that the current 
approach of attempting to develop monolithic integrated architectures has not worked 
well and, consequently, it has developed a concept of architecture federation.  The DoD 
Networks and Information Integration (NII) Director of Architecture and Interoperability 
has published the Global Information Grid (GIG) Architecture Federation Strategy 
version 1.2, dated August 2007, outlining the basic concepts and principles underlying 
architecture federation. 

The DoD strategy has been kept at a high-level with the intention that each service will 
develop a tailored implementation plan.  Allowing each Component to tailor an 
implementation plan is consistent with the spirit of the federation approach.  It endeavors 
to provide a minimum set of rules and standards from the higher echelons of the DoD 
while allowing for maximum flexibility at subordinate echelons.  Therefore, this 
document captures and articulates the Department of the Navy’s (DON) implementation 
of the DoD’s GIG Architecture Federation Strategy.  It approaches DON federation from 
the perspective of developing a repeatable process that, when applied to any number of 
architectures, produces a consistent result.  The DON EA Federation Pilot Initiative 
outlines processes, essential inputs to these processes, expected outcomes, and the rules 
required to achieve consistent success. 

Architecture federation techniques recognize that the responsibility for architecture 
development is shared at several echelons or what the DoD federation strategy calls tiers.   
Section 3 of this document provides a detailed discussion of tiered accountability and 
how it will be implemented within the DON.  The basic concept behind tiered 
accountability is architecting down to a minimum amount of detail at each tier and 
establishing clear touch points between the tiers.  This concept sets the stage for dividing 
the Enterprise into manageable components that can be described and documented by the 
communities that are most closely associated with these architecture components using a 
set of standard rules and practices. 

The objective of this report is to establish a framework and processes that are consistent 
with DoD guidance and support the development of the larger Naval architecture 
environment.  Using a federation approach, we expect to achieve the following: 

Decompose the DON enterprise into logical mission segments based upon traditional 
mission area, and horizontal tiers based upon the echelon level at which the architecture 
must exist (see Naval Federation Reference model in section 3). 

�	 Demonstrate clear program alignment with mission architectures, as well 
as Naval alignment with the DoD level architectures. 

�	 Use the federation techniques to identify gaps and overlaps in existing 
architectures. 
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�	 Provide a basis for each program to demonstrate how it contributes to the 
Naval and Joint missions. 

�	 Identify strengths in current systems and their contribution to required 
Naval capabilities. 

�	 Leverage existing architecture investments and reuse the artifacts as a 
starting point for creation of the larger federation. 

�	 Increase insight into the interactions and dependencies among DoD/DON 
missions, organizations, and systems. 

�	 Improve architecture information sharing. 
�	 Improve investment decisions. 
�	 Establish enterprise boundaries. 

Any successful federation effort is dependent upon making architecture artifacts visible 
and accessible to analyst, planners, and decision makers at all levels.  As part of the DON 
federation strategy, there is a focus on making the products accessible and visible through 
the use of a GIG Architecture Enterprise Service (GAES).  The GAES would work in 
conjunction with other DON repositories such as the Naval Architecture Repository 
(NARS) and SYSCOM Architecture Development & Integration Environment (SADIE) 
to provide a search and discovery service that would allow an authorized user access to 
relevant architecture products. Employing an architecture service alleviates the need for 
the DoD to create a single massive repository.  Instead, architectures can be registered in 
the DoD Architecture Registry System (DARS), identifying that their products are 
contained within service level repositories. 

The DON EA Federation Pilot Initiative builds upon the GIG Architecture Federation 
Strategy and establishes a methodology for building and federating architectures with the 
objective of linking/relating the disparate Navy and Marine Corps enterprise architectures 
(EAs) and ultimately achieving the long envisioned DON enterprise architecture.  It 
accomplishes this using a repeatable federation process that is the focus of the remainder 
of this document. The federation process is independent of any particular enterprise 
segmenting schema and will work as long as a logical segmentation construct and a 
logically tiered accountability construct is established. 

Finally, the federation process has been piloted using several scenarios or use cases to 
determine its efficacy and extensibility.  Section 5 of this document has captured the 
results of these pilots in a step-by-step fashion and provides a set of practical examples of 
how to conduct federation. The pilots have been critical to the testing and maturation of 
the process. The findings and recommendations produced by the pilots have been 
captured and detailed for consideration and action. 
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2.0 Background 

2.1 Purpose 
The DON CIO, working in conjunction with the DoD CIO, conducted a federation pilot 
designed to meet specific DON requirements.  The current DoD federation document is a 
strategy and lacks specific implementation details.  The objective of the DON EA 
Federation Pilot Initiative was to build upon the concepts, objectives, and rules developed 
within the DoD document to create a repeatable DON federation process that will result 
in the development of a larger enterprise architecture.  The DON EA Federation Pilot 
Initiative was conducted between October 2007 and January 2008.  Furthermore, the 
document outlines how architecture products will be tagged with discovery metadata and 
made visible and accessible to all authorized users. 

This document serves as a guide to support the Department of the Navy’s architecture 
federation efforts and outlines a methodology for federating architectures across the DoD.  
By using several DON architectures to test and validate the federation process, a series of 
lessons learned are captured and outlined at the end of this document.  The main 
components of this document include a discussion of the concepts of tiered accountability 
and the role of reference architectures in Section 3. Section 4 contains the details of the 
repeatable federation process and introduces a tool (the Federation Log) for guiding the 
process. Section 5 contains an overview of the federation pilots that were used to test the 
repeatable process outlined in Section 4.  Section 6 contains a Strengths, Weaknesses, 
Opportunities, and Threats (SWOT) analysis designed to identify options, possibilities, 
and opportunities for exploiting the federation process and resultant outcomes.  The 
SWOT analysis is designed to put architecture federation into operational and business 
terms to demonstrate relevance to solving problems. Section 7 wraps the findings and 
recommendations that have come out of the pilot efforts together and sets the stage for 
follow-on actions. 

2.2 Definitions 
The term federation can mean many things to different people.  Consequently, 
communications between architects and leaders at all levels can be difficult because of 
the lack of a common understanding of terms.  The following terms are used extensively 
throughout this document; we are defining them at the start of the discussion in order to 
create a common lexicon and understanding.  We have relied upon definitions that exist 
within the DoD GIG Architecture Federation Strategy where we could, but we have also 
made some adaptations where necessary to accommodate the uniqueness of the Naval 
environment.  Many of these terms and concepts are captured in the Naval Federation 
Reference Model contained in section 3; therefore, it may be useful to refer to the model 
when reading these terms. 

Federation:  A process for relating disparate architectures that allows for uniqueness 
and autonomy while maintaining line-of-sight to strategic objectives.  This process 
focuses on aligning an architecture to a high-level taxonomy.  The aligned architectures 
and their architecture information are then located and linked via the employment of an 
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architecture management service using a standard set of metadata to allow for consistent 
search and discovery. 

Tiered Accountability:  Tiered accountability establishes a hierarchy of architectures 
whereby subordinate architectures inherit characteristics or activities from the higher 
level architectures using a parent/child relationship structure while providing a certain 
degree of autonomy for each tier to develop their own additional taxonomy.  At any given 
tier, an EA is responsible to model content at the highest level that describes its business.  
The child EA is responsible for defining extensions that decompose the subject to lower 
levels of detail. With respect to the DON Federation Reference Model, tiered 
accountability can be thought of as horizontal layering of the enterprise architecture. 

Segmentation:  Segmentation is the decomposition of the Enterprise into logically 
manageable parts.  With respect to the DON Federation Reference Model, segmentation 
can be thought of as horizontally partitioning the enterprise.  

Categorization: The process of locating an architecture within a segment and at a tier 
or echelon. 

High-Level Activity Taxonomy (HLAT):   In the context of the federation process, a 
high-level activity taxonomy represents the highest-level set of activities within each tier 
of the enterprise. It serves as the reference point for EA artifacts and the target 
architecture construct for semantic alignment between artifacts.  These activities as 
defined and outlined in the OV-5 activity node tree represent the capabilities desired at 
the Department, Mission, and Component levels in the Enterprise.  It also serves as an 
organizing construct within the Department of Defense and its components in order to 
facilitate alignment and create a common linguistic use throughout the Enterprise.  The 
top level of the GIG activity taxonomy is derived from the four Mission Areas 
architectures. The top level GIG activity taxonomy is the point of reference for all EA 
activity models within the context of tiered accountability.  The various tiers within the 
Enterprise inherit the activities from above and build out additional taxonomies as their 
unique mission requires.  

Semantic Alignment: Semantic alignment refers to the relationship specified between 
the meanings of taxonomy elements (activities).  It is the semantically defined 
relationship between the EA and its high-level taxonomy. Essentially, it is an alignment 
of tier level architecture elements with elements of federation high level taxonomies  

Federation Reference Model:  The DON Federation Reference Model (Figure 4) is a 
tool used to understand the enterprise landscape of the Department of the Navy and 
where any particular architecture fits within the federation.  It is a way to discuss and 
understand the federation concept; it is not designed to be all inclusive or a 
comprehensive picture of all the DON segments/mission areas.  The model demonstrates 
the higher level architectures from which the DON architectures will derive or inherit 
their baseline components.  Additionally, the model provides a tool for those who initiate 
the federation process wherein it is possible to determine the parent architecture needed 
for semantic alignment. As a parent-child relationship exists between the tiers of the 
Federation Reference Model, the reference architecture is the parent.  As such, child EAs 
inherit activities and constraints (rules and policies) from their reference architecture (or 
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parent). For inheritance to work, a parent EA must make its taxonomy accessible to child 
EAs. 

Reference Architecture: A reference architecture is the architecture that a child 
architecture aligns to within the Federation Reference Model as defined above.  
Reference architectures can occur at any tier in the DoD enterprise.  It is a relative term 
that can be used only when comparing or discussing two or more architectures.  For 
instance, when discussing the Global Combat Support System – Marine Corps (GCSS-
MC) Program Architecture, the Log OA is termed a reference architecture.  However, 
when comparing the Log OA and the Business Enterprise Architecture (BEA), the BEA 
acts as the reference architecture. The term is used synonymously with a “parent 
architecture” and “high-level architecture” that is used by a subordinate “child” 
architecture. 

GIG Architecture Enterprise Services (GAES): Web services that allow architects 
at various levels of the DoD to: 

�	 Create and register metadata describing their respective architectures in 
confederated repositories 

�	 Discover/search registered metadata to disclose the content and alignment 
of a variety of architectures that are federated. 

�	 Create linkages/mappings between federated architectures that can be 
navigated and/or searched 

Activity Node Tree:  The Operational Activity Node Tree describes the operations that 
are normally conducted in the course of achieving a mission or a business goal. High-
level operational activities should trace to (are decompositions of) a business area (or 
internal line of business) as published in the Office of Management and Budget’ (OMB) 
Business Reference Model and DoD Architecture Framework (DoDAF )1.5  The Activity 
Model Node Tree, associated with the Activity Model, hierarchically organizes/diagrams 
operational activities (or tasks). 

Capabilities:  In accordance with CJCSI 3170.01E, a capability is defined as the ability 
to achieve a desired effect under specified standards and conditions through combinations 
of means and ways to perform a set of tasks.  Within the context of architectures, 
capabilities are decomposed into a set of activities that, when executed as part of a 
process, form or enable a capability. 

2.3 GIG Federation Strategy 
The GIG Federation Strategy recognizes that the DoD is a large and diverse organization 
that cannot be described in a single integrated architecture.  Consequently, the DoD has 
responded by articulating a federated approach to architecture development that supports 
disparate architectures and relates them to each other in a meaningful manner.  The 
strategy recognizes the need for autonomy but requires linkages and alignment of 
architectures from the program level up through the DoD level. 

Based on the tenets of net-centricity, federation focuses on making architecture 
information discoverable, accessible, and searchable by any authorized user.  In 
accordance with the strategy, a GIG Architecture Enterprise Service (GAES) will be 
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developed that will allow developers to register their architecture in the DoD Architecture 
Registry Systems (DARS).  An analyst searching for specific architecture information 
will be able to discover and retrieve architecture artifacts contained in various service and 
joint level architecture repositories.   

2.3.1 GIG Architecture Federation Strategy Goals 
The GIG Architecture Federation Strategy identifies the following five essential goals:  

�	 Establish an environment to support the decision makers and their staffs 
with access to a set of common architecture artifacts. 

�	 Establish a means to identify internal and external interfaces to the DoD 
enterprise. 

�	 Improve information sharing of architectural content. 
�	 Increase ability to leverage existing architecture artifacts swiftly and 

expand architectures through reuse. 
�	 Establish a means to align program architectures with strategic goals of 

the Department. 

The goals outlined above will be met by implementing the following initiatives: 

�	 Develop a structure for federating architectures. 
�	 Provide guidance for federating architectures. 
�	  Align DoD Component architectures within a common framework of 

semantic understanding. 
�	 Leverage core enterprise services to provide architecture registration and 

discovery services. 
�	 Provide a foundation to support emerging capabilities through GIG 

Architecture Enterprise Services (GAES). 

2.3.2 Federation Guiding principles 
The DoD federation process as defined within the GIG Architecture Federation Strategy, 
is guided by the following principles: 

�	 Respect the diverse requirements of individual DoD Components while 
focusing on associations that cut across organizational boundaries. 

�	 Focus on federating existing disparate architecture artifacts regardless of 
structure and format – not re-building architectures. 

�	 Maximize the reuse of existing architectures at all tiers. 
�	 Evolve from a product-centric approach (focused on DoDAF and other 

work products produced by architecture developers) towards a data-centric 
architecture approach focusing on common semantics. 

�	 Support DoD’s net-centricity objectives and vision. 

2.4 Integration vs. Federation 
In order to understand architecture federation, it is helpful to compare and contrast the 
concept against architecture integration. Version 1.5 of DODAF Volume I attempts to 
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define and discuss integration and federation.  In essence, DODAF defines integration as 
the unique and consistent use of elements within an architecture and federation as a 
framework for developing, maintaining, aligning, and linking disparate architectures. 

Figure 1: Integrated Architecture and Federated Architecture 

For a simple scenario to put integration and federation in perspective, think of two 
architectures, A and B.  Architecture A refers to an activity as a widget.  Architecture B 
refers to that same activity as a gadget.  If architectures A and B were to be integrated, a 
single consistent name would be required for any and all instances of that activity.  On 
the other hand, if A and B were federated, each architecture could maintain its own 
unique label for the activity.  Semantic relationships would be defined from A and B to a 
high-level taxonomy, in essence a mediation layer, in order to indicate that a widget and a 
gadget have an equal relationship. 

Federation is not a substitute or alternative approach to an integrated EA.  Rather, 
federation complements integration, with its role as an enabler changing slightly, 
depending on the maturity of an EA.  In planning or early development stages, federation 
can be seen as a first step towards an integrated EA by offering the reuse of a higher-level 
taxonomy to guide the creation of the architecture.  As an integrated EA grows, 
federation should be used to align the EA to higher echelon architectures while also 
compiling its own taxonomy to guide lower-level EAs.  Through this alignment, an 
integrated architecture can be related to other disparate architectures. 

2.5 Aligning Disparate Architectures 
In reality, much of the architecture developed at the Component level and below has been 
done absent of well-defined higher level architectures.  With the maturation of the 
business, warfighting, and enterprise infrastructure mission area architectures, the stage 
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has been set to implement a federation scenario as outlined in Figure 2.  Using federation, 
disparate architectures can be compared and appropriately aligned.  In the diagram below, 
the development of Joint Capability Areas (JCAs) provides a common taxonomy that can 
be used to compare related but disparate DON, Army, and Air Force Command and 
Control Architectures. Therefore, they share a common taxonomy that supports the 
documentation of the larger enterprise architecture crossing DoD departments. 

The following assumptions apply to Figure 2.  

•	 A DON level Command and Control (C2) Architecture is semantically 
aligned to the Warfighter Mission Area reference architecture. 

•	 The Navy and Marine Corps C2 Architectures are aligned to the DON 
level C2 Reference Architecture. 

•	 The Army and Air Force C2 Architectures are semantically aligned to 
the WMA. 

•	 WMA Activity Model is reliable and consistent. 

Figure 2: Notional Federation example using Navy and Marine Corps C2 Architectures 

2.6 Challenges of Federating EA 
The federation of architectures remains challenging.  Currently, no comprehensive 
architectural description of the DON enterprise exists, making alignment difficult.  
Semantic alignment is difficult without standardized vocabularies and taxonomies.  
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Architecture federation requires a methodology for specifying linkages between disparate 
architectures and making the information available and discoverable.  Finally, the 
boundaries for segments and tiers, as well as the governance and accountability of those 
tiers, must be formally established. 

The remainder of this document discusses how to execute a reliable and consistent 
federation process and develop clear linkages between architectures.  Additionally, the 
document addresses the federation services and how architecture content is made visible 
and accessible.  
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3.0 Introduction to the Federation Process 
There are five critical elements to the concept of federation.  These elements are tiered 
accountability and segmentation, architecture categorization, semantic alignment, 
reference architectures, and enterprise search.  The interaction of these five elements 
together constitutes the entirety of the federation process.  Tiered accountability 
establishes a hierarchy of architectures whereby subordinate architectures inherit 
characteristics from the higher level 
architectures (for example, some activities 
are pulled directly from the higher level).  
Because the DON enterprise is vast, we 
must divide the enterprise into manageable 
components called segments.  These 
segments are constructed both at the DON 
enterprise level as well as the Navy and 
Marine Corps levels.  With the enterprise 
decomposed into tiers and segments, it is 
possible to categorize architectures (for 
example, warfighting, business, infrastructure, and intelligence architectures) to provide 
context to the architecture and to determine what reference architecture it will align with 
and what architectures it will act as a reference to. 

As logical segments and meaningful tiers are constructed and developed within the 
Enterprise, the ability to analyze and manage how capabilities will be or are currently 
delivered across the Enterprise becomes possible.  The diagram below provides a very 
high-level overview of the macro planning process and where and how architecture 
federation fits within this process. Strategies and goals shape and define required 
capabilities which can then be modeled using DoDAF architecture techniques.  
Capabilities are decomposed into activities (OV-5), and activities are sequenced to form 
processes (OV-6c). Automation is applied to the process, where appropriate, through the 
application of a system (system views) along with its supporting technologies (TV-1/2).  

Five Elements of Federation 

� Tiered Accountability 
� Architecture Categorization 
� Semantic Alignment
� Reference Architectures 
� Enterprise Search 
� Inheritance 
� Accountability Line of Sight 

The DON EA Federation Pilot focuses on the semantic alignment of activities.  This 
approach to federation recognizes that effective alignment cannot occur directly between 
capabilities and processes or capabilities and systems.  In order to align systems to 
capabilities, an intermediate step is required wherein capabilities must first be aligned to 
activities.  This approach is consistent with the capabilities-based requirements concepts 
outlined in the Joint Capability Integration Development System (JCIDS) process.  
Additionally, the approach clearly links activities to tiers as prescribed in the tiered 
accountability concept of federation. 
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3.1 Tiered Accountability 
Figure 3 below illustrates the tiered nature of the DoD enterprise.  It establishes a 
hierarchy of architectures that align from the program level through the component level 
(e.g., DON/Army/Air Force/Agency) to the mission area (e.g. Business Mission Area, 
Warfighter Mission Area) and up to department alignment constructs.  Just as the 
government exists at the local, state, and federal levels of the United States, architectures 
exist at several federated tiers (e.g. program, Component, and enterprise tiers). Similar to 
the governmental structure, architecture tiered accountability is intended to distribute 
responsibility, provide inheritance, and allow for accountability line of sight.   

Figure 3: Federation Strategy’s Tiered Accountability for DoD 

At any given tier, an EA is responsible to model content at the highest level that still 
adequately describes its business.  A complementary concept to tiered accountability is 
the idea of a parent/child relationship. As in most hierarchical structures, a parent-child 
relationship exists between the tiers of Figure 3.  Consequently, EAs inherit elements 
such as rules, policies, procedures and services from EAs on parent tiers1. For 
inheritance to work, a parent EA must make its taxonomy accessible to child EAs.  In 
turn, a child EA is required to consider the constraints and high-level taxonomy of its 
parent and capture the essential inherited elements (or touch points) in its architecture. 
Additional detail is the responsibility of a child EA at the next tier down.  The child EA is 
responsible for defining extensions that decompose the subject to lower levels of detail 
and enriching the overall model.  Limiting the amount of detail at each level makes the 
overall scope of an EA manageable, increases the success rate of EA projects, and 

1 BMA Federation Strategy and Roadmap (Sept 2006) 
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Organized Autonomy: 

� Distributed Responsibility 
� Inheritance 
� Accountability Line of Sight 

distributes development responsibility across multiple organizations.  By “right-sizing” 
the scope, detailed content for an EA is provided by the people closest to that aspect of 
the business or operation.  As a result, EAs can increase accuracy and organizational buy-
in. 

As an example, federation allows the Business Transformation Agency (BTA) to relieve 
itself of the burden to develop and maintain the details below the BEA.  Instead, that 
responsibility is passed down to the Combatant Commanders 
(COCOM)/Services/Agencies (C/S/As), or components.  The components pay the cost, 
both literally and figuratively, of developing the next level of detail in return for the 
flexibility to capture their organizational uniqueness and define their respective 
businesses as they see fit, so long as alignment is maintained to the BEA’s taxonomy. 

Within tiered accountability, each member architecture is relatively autonomous; 
however, they “inherit” certain rules, policies, 
procedures, and services from high level 
architectures.  This extends to activities and 
desired capabilities,  as well.  Thus, a certain 
level of autonomy at each level is achieved 
while ensuring enterprise linkages and 
alignment where appropriate.  Where 
commonality among components exist, there is the opportunity to identify, leverage, and 
possibly share services. 

From a top-down standpoint, inheritance fosters consistency across the tiers of the DoD 
enterprise, similar to the BTA example mentioned previously.  From a bottom-up or 
program perspective, inheritance can alleviate the burden of compliance. Consider the 
GCSS-MC program, which maintains a solution architecture under USMC Log’s 
segment (or domain) architecture, the Log OA.  The program’s architecture was built to 
satisfy the business requirements as defined by its functional advocate’s operational 
architecture, the Log OA.  As an ACAT I program, GCSS-MC faces a multitude of 
compliance issues, such as the OSD’s Investment Review Board (IRB).  When GCSS-
MC stands before the IRB, it should be in compliance with the BEA since it inherited 
attributes from the parent tier, which results in no additional effort by the program office.  
As implied by the tiered-accountability tenet of the DoD EA Federation Strategy, GCSS-
MC should inherit compliance through the Log OA’s alignment to the BEA.  This 
concept of inheritance stands to remedy the status quo of double jeopardy, which requires 
GCSS-MC to map to the Log OA and align to the BEA as well. 

Enterprise decisions, whether related to compliance, portfolio management, or other 
factors, require a clear line of sight of accountability.  With respect to federation, 
accountability line of sight is a product from the combination of tiered accountability and 
architectural alignment.  Tiered accountability provides a framework for accountability 
by distributing responsibility and enabling autonomy.  Line of sight is created once the 
taxonomies of EAs are aligned across the tiers, where the clarity and granularity of that 
line of sight is proportional to the level of detail in the definition of the semantic 
relationships. 
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3.2 Architecture Categorization 
Architecture categorization refers to the concept of organizing and decomposing the 
enterprise into tiers and segments.  If the Federation Reference Model is the map of 
Enterprise Architectures, then categorization is the location of an EA on that map.  Just as 
geographic locations include both longitude and latitude coordinates, the location of a 
categorized EA is composed of a tier and a segment.   

TIER
 (DOD) 

  (DON) 

Segment(WMA) (BMA) 
(C2)  (HR) 

Segmentation provides the 
organizing principle for horizontal 

categorization of the enterprise
(WMA, BMA, IMA) 

Segments must be 
decomposed to a level that 
can be developed and be 

neither too broad or narrow 
in scope 

Tiers provide a vertical 
organizational construct 

for the Enterprise  
(DOD, DON, DOA) 

Combined, these two concepts provide a manageable context to the architecture as well 
as a framework to assign responsibility and governance. Within the context of federation, 
categorization provides awareness that enables architects to determine which reference 
architecture to align to. 

3.3 Reference Architectures and  Federation Reference Model 

3.3.1 DON Architecture Federation Model 
While Figure 3 above provides a good general illustration of the DoD tiered hierarchy, it 
is inadequate for providing a detailed understanding of how the Department of the Navy 
will establish its own set of tiers and segments.  The DON will certainly remain in 
alignment with the DoD tiers and segmentation as outlined in the discussion of tiered 
accountability. However, the DON has certain unique missions that require it to tailor 
and extend these architectures. Figure 4 below illustrates the DON Architecture 
Federation Reference Model (FRM).   
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Figure 4: DON Architecture Federation Reference Model (FRM) 

In essence, the Federation Reference Model provides a map of the architecture landscape, 
illustrating the concepts of tiered accountability and segmentation within the DON.  
Additionally, the FRM attempts to provide a hierarchical structure for tiered 
accountability, enable the quick identification of gaps in EA, and indicate potential high-
level taxonomies for the federation of a given EA in the DON.  The visibility resulting 
from the FRM map helps to ensure that the aggregation of EAs covers the breadth of the 
DON while minimizing gaps and overlaps in depth, or content.  The FRM captures the 
higher level architectures from which DON level architectures will derive or inherit their 
baseline architecture components (for example, activities, processes, and business rules).  
The following sections decompose the FRM to clarify the different tiers of architectures 
as they relate to the model. 

3.3.2 DoD High Level Architectures 
In the context of the federation process and Federation Reference Model, a DoD 
reference architecture represents the highest-level set of activities within the DoD.  It 
serves as the reference point for DON level reference architectures and acts as the parent 
to the DON level reference architectures in the parent/child relationship construct.  These 
activities are defined and outlined in the OV-5 activity node tree within each Mission 
Area. 

The DoD architecture is segmented into four interdependent mission areas within the 
DoD Enterprise Architecture. These mission areas belong to the warfighter, intelligence, 
and business communities, and are all supported by the Enterprise Information 
Environment Mission Area.  
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For the purpose of the federation process, it is essential that a well defined, managed, and 
authoritative taxonomy exist at each Mission Area within the DoD to serve as the 
reference point for all architectures at the Component and program levels.  The DoD is in 
the process of developing architectures for each of the four mission areas.  Some 
architectures are more developed and detailed than others.  The diagram below describes 
the entities responsible for defining and managing the core set of taxonomy elements for 
each mission area.  The Business Mission Area has made the most significant progress in 
developing a mature and robust High Level Activity Taxonomy while the Warfighter 
Mission Area, the EIE Mission Area, and the Intel Mission Area are currently developing 
their respective high level activity taxonomies and lexicons. 

BRM Mission Areas Taxonomy Content CM 
Authority 

Decomposition Basis 

Warfighting Joint Staff (JS) JCAs 

Business Business Transformation 
Agency (BTA) 

BEA 

Intelligence Defense Intelligence Agency 
(DIA) 

DoD BRM for Intel 

Enterprise Information 
Environment 

DoD CIO DoD BRM for EIE 

Figure 5: Business Mission Area 

3.3.2.1 The Business Mission Area (BMA) 
For the BMA, the high-level activity taxonomy is the Business Enterprise Architecture 
(BEA) as developed by the Business Transformation Agency (BTA).  In comparison to 
the other mission areas, this is the most developed activity model in terms of definition 
detail and decomposition of the activities.  The BEA outlines six strategic Business 
Enterprise Priorities (BEP) as the “first priority” business capabilities, each of which is 
further decomposed within the BEA Activity Model Node Tree (OV-5).    

� Personnel Visibility  
� Acquisition Visibility 
� Common Supplier Engagement  
� Materiel Visibility  
� Real Property Accountability 
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� Financial Visibility 
These priorities are decomposed into detailed activities as represented in the BEA 4.1 
Operational Activity Hierarchy Report in Appendix F. 

MANAGE PROPERTY 
AND 

MATERIAL 

EXECUTE
 DoD

 ACQUISITION 

PERFORM 
ENVIRONMENT SAFETY
 AND OCCUPATIONAL

 HEALTH SERVICE 

PERFORM HUMAN RESOURCE
 MANAGEMENT 

MONITOR PERFORMANCE 
OF THE DoD 

BUSINESS MISSION 

PERFORM 
FINANCIAL MANAGEMENT 

PROVIDE INFORMATION 
MANAGEMENT SERVICES 

DoD DECISION 
SUPPORT SYSTEM 

Figure 6: BEA Construct 

3.3.2.2 Warfighter Mission Area (WMA) 
The high-level activity taxonomy that was utilized for federation to the WMA is the Joint 
Capability Areas (JCAs).  The JCAs serve as the decomposition basis for the Warfighter 
Mission Area Enterprise Architecture - OV-5 Activity Node Tree2. The JCAs are 
decomposed into multiple tiers and serve as collections of capabilities grouped to support 
capability analysis, strategy development, investment decision making, capability 
portfolio management, and capabilities-based force development and operational 
planning3. 

2 Note:  24 Aug 06 JCA Taxonomy and Lexicon will remain in effect until the Baseline JCA Reassessment 
results are approved (Estimated [was expected] to be October 2007). 

3 Note:  JCA Consolidated Taxonomy Tiers 1-7 are found at the following web site: 
http://www.dtic.mil/futurejointwarfare/jcabaseline.htm 
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Figure 7: Warfighter Mission Area JCA's 

According to the J7 Joint Experimentation, Transformation, and Concepts Division 
(JETCD), the JCAs serve as a basis for aligning strategy to outcomes; provide a means 
for describing sufficiency gaps; 
managing near mid and far term 
solutions; conducting risk analysis; 
and making trade off decisions. 
The JCAs provide a common 
language for Requirements, 
Acquisition, and Resources; enable 
planners to discuss forces in 
capability terms; facilitate 
development and prioritization of 
Integrated Priority Lists; and 
provide a foundation for enterprise-wide risk and performance management plan.  
Although a few issues remain to be developed, such as disparate categories and 
inconsistent decomposition, the JCA construct is the preferred High Level Taxonomy for 
federation within the Warfighter Mission Area.   

“JCAs…[are an] integral part of the 
evolving Capabilities-Based Planning 
process[,]…the beginnings of a common 
language to discuss and describe 
capabilities across  many related 
Department activities and processes.” 

- (SECDEF Memo, 6 May 2005) 

DON Enterprise Architecture Federation Pilot Initiative  -- Final Report Page 15 



As an illustration, the WMA is segmented into the following eight areas and then further 
decomposed into more meaningful segments:  

BATTLESPACE AWARENESS 
� Joint Battlespace 
Awareness 

FORCE MANAGEMENT 
� Joint Force 
Management 
� Joint Public Affairs 
� Joint Shaping 

FOCUSED LOGISTICS 
� Joint Logistics 

FORCE PROTECTION 
� Defense Support to Civil 
� Joint Homeland Defense 
� Joint Protection 

JOINT TRAINING 
� Joint Force Generation 
� Joint Interagency/NGO/IGO 

COMMAND AND CONTROL 
� joint Command & Control 

FORCE APPLICATION 
�Joint Maritime/Littoral Operations 

� Joint Access & Access Denial 
� Joint Information Operations 

� Joint Special & Irregular Operations 
� Joint Global Deterrence 

� Joint Stability Operations 
� Joint Space Operations 
� Joint Land Operations 

Net Centric 
Joint Net Centric  

Operations 

Figure 8: Joint Capabilities Areas (JCAs) Comprising the Warfighter Mission Area Enterprise 

Architecture 


3.3.2.3 Intelligence Mission Area (IMA) 
The Intelligence Mission Area architecture is currently being developed by the 
DoD/Defense Intelligence Agency (DIA).  It is assumed that an Activity Model Node 
Tree (OV-5) will be produced and distributed when available.  Once released, the IMA 
Activity Model will serve as the High Level Taxonomy for Intelligence alignment to the 
Components. 

3.3.2.4 Enterprise Information Environment Mission Area (EIEMA) 
As mentioned earlier, the DoD is building architectures for all four mission areas.  The 
Enterprise Information Environment (EIE) Architecture version 1.0 was released in 
December 2007. The EIEA 1.0 provides a common foundation to support the DoD 
transformation to net-centric operations (NCO).  As a foundation, all EIEMA-governed 
capabilities are conceived, designed, operated, and managed to meet mission needs of the 
BMA, WMA, and Defense Intelligence Mission Area (DIMA).  Similar to the BMA, the 
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EIEMA established five priorities. These priorities are further decomposed into activities 
that are represented EIE Activity Node Tree (OV-5).  The priorities include: 

�	 Data and Services Deployment (DSD) – foundation for Service-Oriented 
Architecture. 

�	 Secured Availability (SA) – Providing security, but not at the expense of 
denying authorized user access to vital information. 

�	 Computing Infrastructure Readiness (CIR) - Adequate processing, storage, 
and infrastructure to respond to computing needs. 

�	 Communications Readiness (CR) - An evolvable transport layer providing 
seamless communication. 

�	 NetOps Agility (NOA) - The foundation for operating and defending the 
GIG. 

3.3.3 DON Level Architectures 
The DON Level Architectures exist at the top level of the Component following the DON 
Federation Reference Model (Figure 4).  The FRM illustrates how DON level 
architectures inherit the activities and constraints from the DoD reference architectures.  
These architectures serve as common architectures between the Navy and Marine Corps 
and establish the basis for executing a working federation.  They contain common 
activities that are inherited by child architectures at the mission and program levels and 
consequently establish a common vocabulary that will enable architecture comparison. 

These DON level architectures cover areas that are common across the DON and serve as 
the parent or reference architecture between the Navy and Marine Corps. The DON 
Federation Reference Model (FRM) is not designed to be all inclusive or comprehensive.  
It is representative of the kind of reference architectures that will have to be created and 
aligned with DoD level architectures. 

Examples of DON level architectures include:  FORCEnet, which supports both Marine 
Corps and Navy C2; a DON logistics architecture that supports both the Navy and the 
Marine Corps; and a DON HR architecture that supports both the Navy and the Marine 
Corps. 
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Figure 9: Activity Inheritance and Alignment: Parent Child Relationships 

Figure 8 above demonstrates the notional instance of a DON level reference architecture 
for logistics as it relates to the Mission Reference Architectures within the Navy and 
Marine Corps Mission Architectures. The notional idea of a DON Logistics Architecture 
would serve as the parent architecture for Marine Corps and Navy logistics architectures 
and facilitate alignment and integration.  Ideally, all subordinate structures or subordinate 
reference activities would align and inherit activities directly with the parent structure. 
As briefly discussed in Tiered Accountability, each subordinate structure inherits the 
taxonomy from the parent; however, there is also a certain amount of autonomy for the 
subordinate structure to develop and add taxonomies that are unique to their situation.  In 
this case, the DON Level Architectures for Logistics serves as the point of reference or 
parent for all logistics related mission architectures in the Navy and Marine Corps.  At 
this level, the DON can ensure any architecture development for logistics would 
appropriately align to the desired capabilities in the Warfighter, Business, Intel, and EIE 
Mission Areas as well as the unique DON requirements for logistics.  All child 
architectures for logistics would align their activities to this architecture.  This segmented 
DON level reference architecture becomes the DON instantiation of a High Level 
Taxonomy for the Department of the Navy logistics. 

3.3.4 Mission Architectures 
Mission architectures represent a further segmenting of the DON Enterprise and are 
focused on specific missions within the Department of the Navy.  These architectures 
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also represent a further decomposition within the DON tier of the DoD enterprise. The 
mission architectures are more detailed than the Department level architectures and may 
be owned by the Navy or the Marine Corps or both services. Programs that comprise the 
System of Systems (SOS) must align directly with these mission architectures and clearly 
demonstrate what portion of the mission architecture they are fulfilling. 

3.3.5 Program Reference Architectures 
Program architectures are the most detailed of all the architectures. They illustrate how 
the program will meet the requirements established in the Capabilities Development 
Document (CDD), as well as fit into the larger mission architecture. 

3.4 Semantic Alignment 
Semantic alignment refers to the relationship specified between the meanings of 
taxonomy elements (activities). It is the semantically defined relationship between the 
EA and its high-level taxonomy. The federation mappings from DoD Component activity 
models to DoD high level activity taxonomies is both pairwise and directional that, when 
combined, add context to the mappings and linkages. This means that the mappings not 
only directionally connect Component activities to high level activity categories, but also 
allow for characterization of the “strength of completeness” within the relationships from 
the Component level to high level. 

H i gh  L e veH i gh  L e ve lH i gh  L e ve lH i gH i gH i gH i gh  L e ve lh  L e ve lh  L e ve lh  L e ve l
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Figure 10: Federation Relationships Among Activities 

The first activity of alignment is demonstrating that the two activity elements are related 
in some way. The second activity is discovering that the semantic meaning allows for 
characterization of the relationship on a scale of strengths and weakness. Together these 
two activities provide context for alignment. 

3.4.1 GIG Architecture Federation Strategy Semantic Guidance 
The guidance about how to characterize federation mappings semantically is provided in 
the Global Information Grid (GIG) Architecture Federation Strategy, Version 1.2, 01 
August 2007, Appendix G: Activity-Based EA Federation Alignment. The nature of the 
semantic characterizations is from a “strongest” one, to a “next stronger” one, to a 
“relatively weak” one, to “none at all.” These categories are specifically referred to as 
follows: 
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Mapping 
Relationship 

Equivalent to 

Description 

A DoD Components’ activity is considered 
“Equivalent to” a high-level activity if the 
description and artifacts of both are identical. 

Strongest 

Part of A DoD Components’ activity is considered 
“Similar To” a high-level activity if the 
descriptions are the same but the primitives 
differ in some specification between the 
enterprise design and the DoD Components 
implementation, the activity is done differently 
by two or more DoD Components’, or two or 
more DoD Components accomplish the same 
activity with different primitive specifications. 

Next 
Strongest 

Similar to A DoD Components’ activity is considered 
“Part Of” a high-level activity if the description 
of the DoD Components’ activity achieves part 
of the high-level activity’s goal, and another 
DoD Components’ activity also has a “Part Of” 
relationship with the same high-level activity 
completes the goal. 

Relatively 
Weak 

No Relationship If a DoD Components’ activity has no 
relationship with any of the high-level 
activities, then no relationship is shown. 

None At All 

Figure 11: DoD Federation Strategy Semantic Alignment Guidance 

The essential part of how these semantic meanings are determined is specified in the rules 
for each one in Figure 11 above.  The value of making such determinations is threefold: 

•	 Reuse and Repurposing:  Assigning the value of “Equivalent to” 
and “Part of” to activities can provide the necessary detail of strength 
in alignment to potentially reuse or repurpose IT assets on a cost 
effective basis. However, it was discovered that those activities that 
are classified as “Similar to” are too different in general to be of much 
use for federation. 

•	 Redundancy: Elimination on a safe-basis can be done best with 
those IT assets at the Component level in one context with “Equivalent 
to” relationships to IT assets in another context, while it would require 
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significant risk mitigation to attempt to do so for those relationships 
that are either “Part of” or “Similar to.” 

•	 Retirement:  The retirement of legacy systems on a non-disruptive 
basis is supported by migration to “Equivalent to” and Part of” IT 
assets imported from other Component level contexts, while those 
designated as “Similar to” are customarily very unreliable. 

3.4.2 Applying GIG Rules for Determining Semantic Alignment 
The GIG rules for determining semantic alignment are fairly specific.  As can be seen in 
the GIG documents’ Figure H-1 depicting the “GIG Federation Strategy Semantic 
Guidance,” the semantic classification of each relationship case is related to the notion of 
“completeness” of the Component level activity with respect to fulfilling the 
requirements of the high level activity category that it is mapped to in its pairwise 
mapping.  Roughly speaking, the more clearly a Component level activity is essentially 
the “same as” or “equal to” its counterpart in the High Level Taxonomy, the stronger the 
semantic relationship for the purposes of providing value in federated architectures in 
decision-making regarding IT assets.  As a result, “Equivalent to” should be applied as 
meaning “equal to” while “Part of” should be applied as meaning “equal to a separable 
part of.” That leaves “Similar to” to be applied as a default meaning of “resembles non-
separable parts of” when a semantic relationship really does exist but also fails to meet 
the tests of either “equal to” or “equal to a separable part of.” 

3.4.3 The “Equivalent to” Rule for Semantic Alignment 
The GIG rule is simply: “A DoD Components’ activity is considered ’equivalent to’ a 
high-level activity if the descriptions and artifacts of both are identical.”  The key word in 
this rule is identical.  Failure to meet the test of “identical” in any aspect means that only 
“part of” and “similar to” are possible classifications. 

3.4.4 The “Part of” Rule for Semantic Alignment 
The GIG rule is complicated for this classification and requires careful reading and 
application. It should be clear that this classification requires well-defined activities in 
order to determine what constitutes a part of one activity against another.  It is: “A DoD 
Component’s activity is considered ’part of’ a high-level activity if [and only if both of 
these conditions have been met]: 

�	 The description of the DoD Component’s activity achieves part of the 
high-level activity’s goal, AND 

�	 Another DoD Component’s activity that also has a ‘part of’ relationship 
with the same activity completes the goal.” 

3.4.5 The “Similar to” Rule for Semantic Alignment 
The GIG rule here is also a bit demanding in its specification, but in application, it can be 
considered the “default” if a semantic relationship can be said to genuinely exist (i.e., one 
that is NOT already determined to be “no relationship”) and fails to qualify as either 
“equivalent to” or “part of.” As a result, although there are specific features of this rule 

DON Enterprise Architecture Federation Pilot Initiative  -- Final Report	 Page 21 



 

to be considered, they should only be used for verification and validation as opposed to 
classification.   

With that in mind, this GIG rule is: “A DoD Component’s activity is considered ’similar 
to’ a high-level activity if [only one of these conditions have been met]: 

�	 The descriptions are the same but the primitives differ in some 
specification between the enterprise design and the DoD Component’s 
implementation, OR 

�	 The activity is done differently by two or more DoD Components, OR 
�	 Two or more DoD Components accomplish the same activity with 

different primitive specifications.” 

3.4.6 The “No relationship” Rule for Semantic Alignment 
The GIG rule here is that there is no semantic designation for the purposes of alignment 
in a federated architecture of a Components’ activity, even if it is mapped to a high-level 
activity category. Of course, if there is no mapping at all, there is no relationship.  In 
either case, the customary reason is that there are “indigenous” or “native” activities in a 
Component that simply are so specialized to the context of that particular Component that 
they don’t mean anything or have any application elsewhere.  For example, Navy has 
activities for Polaris missiles so specialized to submarines that they do not relate at all to 
any “cross-over” benefit of potential reuse or repurposing in a federated architecture for 
the Air Force, Army or even the Marines. Those activities are indigenous to the Navy 
and remain entirely in the Navy’s stewardship and utilization. 

3.5 Enterprise Search and Discovery 
The final component of federation is making products accessible and visible using the 
GIG Architecture Enterprise Services.  The DoD Federation Strategy states several 
objectives for federation that are enabled through effective enterprise search and 
discovery. At a high level, the strategy describes the desired capabilities of enabling 
rapid access to architecture information, reducing EA development costs, improving 
information sharing of architecture content, and leveraging existing architectures in order 
to provide a more agile enterprise framework.   

3.5.1 DoD Enterprise Search / Discovery Today 
DoD Search/Discovery is managed today within the DoD community using the DoD 
Architecture Registry System (DARS).  DARS can be accessed directly through the Web 
or through Web-based GIG Architecture Enterprise Services (GIG AES) services. 

This allows registered users to upload and/or register architecture-related documents in 
DARS using a limited set of metadata describing such documents.  Architecture 
documents that reside in other DoD architecture repositories can be registered in DARS 
and be located/pointed to by DARS, as well. Once loaded into or registered in DARS, a 
document can be searched for, potentially located, and downloaded (if permitted).  

The search capability in DARS today is a simple word-matching string search.  
Architecture documents can be searched for and found by name or by DoDAF Product 
type (“OV” or “SV”) if, for example, the architecture document’s Title or Description 
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metadata contain that information.  They can also be found by other relevant information 
entered in the Description metadata field at the time of document registration. 

The DARS Group has been conducting Federation Workshops in 4Q 2007 with the DoD 
architecture community to create an AV-1-like registration template that can be used to 
register architectures in DARS in the future.  Projected availability for this template is 
early 2008. The template is based on the DoDAF 1.5 AV-1 format and has been 
expanded by the community to include additional information.  The intent and purpose of 
the template is to provide a greater set of searchable metadata describing an architecture, 
than is available today within DARS.   

As an alternative to using a search capability to find architecture documents, DARS users 
can navigate through a hierarchy of folders that are organized within communities of 
interest (COI). For example, the following hierarchy of COIs leads to the FORCEnet IA 
COI which contains DoDAF product-related folders: DoD Î Military Departments  Î 
Navy Î FORCEnet IA. Each folder within a COI contains architecture-related 
documents relevant to that folder.  Such documents can be made accessible generally or 
restricted to authorized users. 

3.5.2 Goals of the GIG Architecture Enterprise Services (GIG AES) 
The goals of the GIG AES are “to make the GIG Architecture visible, accessible, and 
understandable4. ” These goals are intended to be met through web services that will 
allow architects at various levels of the DoD to: 

�	 Create and register metadata describing their respective architectures in 
confederated repositories. 

�	 Discover/search registered metadata to disclose the content and alignment 
of a variety of architectures that are federated. 

�	 Create linkages/mappings between federated architectures that can be 
navigated and/or searched. 

These services are intended to be made available to the DON by the DARS group.  The 
services will enable Navy/USMC architecture groups to establish their own confederated 
architecture repositories holding respective Navy/USMC architectures/architecture 
products. These architecture products are made visible by registering metadata 
describing them in DARS using GIG AES to access DARS.  Once registered, these 
architecture products become discoverable/searchable, aligned, and visible, also 
accessing DARS through GIG AES. 

4 Global Information Grid (GIG) Architecture Federation Strategy Version 1.2, p. 13 
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3.5.3 DARS 
The DoD Architecture Registry System (DARS) is the current 
official registry for metadata describing various DoD architectures 
that are part of the federated GIG Architecture.  It can also serve as 
a repository for documents related to or describing such 
architectures. Toward those ends, DARS provides an unclassified 
publicly-accessible Web site providing related services via an 
interactive graphical environment to registered users to upload 

architecture-related documents and/or related metadata describing such documents 
(located in DARS or another URL-addressable repository).  Registered users can view 
already uploaded documents and/or metadata, as well.   

A search capability searches metadata already registered within DARS, making the 
existence of registered documents visible.  A user can then view/download (subject to 
access-controlling permission) documents and/or their metadata listed in the search 
results. 

Currently, the process to “register” architectures is informal.  Documents within DARS 
are organized within folders (“Mission Area Portfolios”) that are, in turn, organized 
within COIs.  To establish an architecture within DARS, a user must apply (“subscribe”) 
to be a qualified user within a particular COI to the COI’s sponsor.  Once approval has 
been granted, the user can create a folder within a COI to hold an architecture’s 
documents and metadata.  Documents can then be uploaded into the established folders, 
as well as metadata describing architecture documents. 

Figure 12: DARS - Create Community Folder 

A variety of metadata describing an architecture-related document can be uploaded, 
either at the same time that a document is uploaded, or separately if the document 
described resides in another confederated repository, for example NARS or SADIE.  That 
metadata includes such information as: 

�	 URL – the address of an HTML-formatted location of the described 
document 

�	 File Name 
�	 Document Title 
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�	 Description 
�	 Date Posted – The date the document and/or its metadata is being or was 

uploaded to DARS 
�	 Creator’s Name – The document creator’s name 
�	 Publisher Organization and Person 
�	 Mission Area – The mission area the document is aligned to 
�	 Classification – The classification of the document, for example, 

unclassified 
�	 Document Category - For example, unstructured or structured XML 
�	 Access Protection Level – For example, protected or public 

Figure 13: DARS Metadata Editor 

While entering metadata in the above screen, an Advanced Metadata Editor can be 
accessed (see bottom of screen).  The user can then add additional metadata information, 
such as language, additional relevant dates, rights type, additional 
creator/publisher/contributor information, security, and architecture-related information. 
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Figure 14: DARS Advanced Metadata Editor (first screen) 

3.5.4 NARS 
NARS is an architecture development and integration environment created and 
maintained by RDA-CHENG utilizing System Architect to create and maintain 
architecture artifacts, primarily DoDAF AV/OV/SV/TV products.  This environment also 
includes an automated architecture alignment and assessment tool for verifying and 
assessing architectures held within NARS; architectures can also be executed in a 
simulation environment.  In addition, NARS is the repository for Naval Power 21 
Reference Mission Architectures and the Naval Architecture Elements Reference Guide.   

GIG Architecture Enterprise Services have been implemented.  A NARS user can log on 
to DARS from NARS and search or register metadata.  Thus, NARS can be used as a 
confederate repository containing architecture documents that are linked to metadata 
registered in DARS. 

3.5.5 SADIE 
SADIE is an architecture development and integration 
environment created and maintained by SPAWAR utilizing 
Telelogic System Architect to create and maintain 
architecture artifacts, primarily DoDAF AV/OV/SV/TV 
products. GIG Architecture Enterprise Services have been 

implemented and are used with SADIE’s Document Library Manager.  A SADIE user 
can login to DARS from SADIE and search or register metadata.  Thus, SADIE can be 
used as a confederate repository containing architecture documents that are linked to 
metadata registered in DARS. 
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Figure 15: SADIE Interface-to-DARS: Search DARS Metadata 
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Figure 16: Overview of the Repeatable Federation Process 

4.0 The Repeatable Federation Process 
With a conceptual understanding of the five elements of federation provided in Section 3, 
it is now possible to discuss the federation process and demonstrate how these elements 
interact in order to relate disparate architectures across the Enterprise. This section will 
provide both a detailed examination of the methodology and the business rules associated 
with the process while culminating in a detailed explanation of the end product of the 
federation process - the Federation Log. 

4.1 Overview of Process 
Federating an architecture is a systematic process that is repeatable with minimal 
variation in the procedures and the structure of the results. This pilot has developed a 
Repeatable Federation Process to fulfill that goal. 

Thus, the essential objective of any repeatable process developed from this pilot is to 
ensure, to the extent possible, that DON architectures are federated such that useful IT 
assets throughout the DON and even DoD can be consistently related to and reliably 
found. 

The Repeatable Federation Process developed in the pilot is comprised of three phases ; 
each one composed of inputs, activities, and key outputs. During the federation process, 
key information is captured within the Federation Log (see 4.3 for additional details on 
the Federation Log). 
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4.2 Phase 1 - Qualify Candidate Architectures for Federation  
Phase 1 of the process is essentially the preparation phase.  It concentrates on identifying, 
selecting, and then qualifying any given architecture that should be or will be federated.  
This part of the process uses selection criteria to determine if a candidate architecture 
needs to be federated per a specific directive or if there is any particular mandate 
federation. Several key assumptions are made at the outset.  The first is that only one 
candidate architecture will be considered and processed at a time through this process.  
The second is that the organization has to federate one, and ideally both of their 
architectures (“as is” and “to be” architectures) as the availability of their data permit.  
The list below outlines several of the critical elements of selection criteria.  This criteria 
selection is also found in Phase 1 of Figure 17. 

Selection Criteria 

How well the architecture does represent prioritized capabilities desired within 
the DON? 

Is there a strong stakeholder or COI/COP interest in the Federation results? 

Does a natural relationship exist with other associated architectures? 

Does the architecture maintain an accessible, complete or well defined OV-5 
Node Tree? 

Is there is a relevant and authoritative benchmark reference model such as the 
NCOW RM or SCOR for the definitions of its taxonomy? 

Does the architecture maintain a current and up to date AV-1 overview of its EA 
effort? Does the product follow the latest DARS metadata registry template and 
is it approved by the DON? 

Does a high level reference or parent architecture exist within the DON Tier? 

Figure 17: Selection Criteria 

After these considerations are settled and the candidate architecture is “cleared” to go 
forward as a selected architecture in the process and begin federation, the next thing to 
accomplish is to identify a High Level Taxonomy or parent/reference architecture to 
federate the architecture to. The key assumption is that the reference or parent 
architecture is not only an approved DoD Enterprise Architecture, but also it is complete, 
with well defined activities and sufficient details to provide effective semantic alignment.   

The selection of this reference architecture or model is a vital point of deliberation.  It is 
at this stage that the Federation Reference Model (FRM) and the associated concepts of 
tiered accountability and architecture categorization become very useful.  As mentioned 
earlier, the FRM is the map and categorization is the location on the map.  Using these 
concepts, an architect is able to correctly identify which parent architecture is necessary 
and the logical choice for federation.  As the team federated the LOG OA architecture, it 
became clear that a DON level reference architecture for logistics did not exist.  Thus, the 
team was forced to federate to the “next highest level.”  In this case, it was the BEA. 
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This phase of the process is important not only for providing comparability with other 
federated architectures, but also for assessing the feasibility of using any proposed High 
Level Taxonomy for a successful federation of the selected architecture. Lastly in Phase 
1, the critical artifact for conducting a federation is the OV-5 for both the selected 
architecture as well as the reference architecture or model.  These artifacts need to be as 
complete as possible, and, as a rule of thumb, have a decomposition down at least three 
levels from the root in the node tree.  At the conclusion of Phase 1, the candidate 
architecture will have been validated as either needing to, or worthwhile to, federate 
along with the identification and acquisition of the necessary OV-5’s.  

The key feature of Phase 1 is that, when it is determined that the federation will be done, 
the reference architecture or model will be identified and both the architecture selected 
for federation and the reference architecture or model will have complete OV-5’s 
available. If all these conditions are met, then the process can move to Phase 2. 
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Figure 18: PHASE 1 of the Federation Process 
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4.3 	 Phase 2 – Identify Federation Mapping Matches & 
Relationships 

Phase 2 is dedicated to determining the pairwise mapping matches if they exist between 
the selected architecture and the reference architecture or model.  At the outset of this 
phase, the determinations and results of Phase 1 are entered into the Federation Log as is 
depicted in Figure 18 “Phase 2 of the Federation Process.”  The reasons for proceeding 
with the federation are specified and the architectures are documented in the Federation 
Log at the outset of Phase 2 before beginning to map activities.  This includes not only 
the particular selected and reference architectures, but also the versions that are being 
used as well as the sources and versions of their respective OV-5’s.  This initial set of 
entries into the Federation Log is shown in Figure 17 “Purpose & Approach Sample 
Entries in the Federation Log.” The real work begins next with the mapping of the 
activities from the selected architecture to the reference architecture or model. 

The Federation Log is a central backbone of this Repeatable Federation 
Process. As the process proceeds, the purpose, assumptions, approach and 
results are documented in it.  It is a structured document so that after the 
federation is completed, its results are subsequently searchable and 
available to provide the benefits of federation to all interested parties in DON 
and DoD. 

After the initial entries are made into the Federation Log, the main activity for this phase 
is to map as many as possible activities “from” the lowest practical level in the OV-5 of 
the selected architecture “to” the lowest practical level in the OV-5 of the reference 
architecture or model.  These ought to be pairwise 
mappings. However, instances will arise when 
“many-to-one” mappings are evident, which indicate 
that more than one activity of the selected architecture 
fulfills the activity of the reference architecture or 
model. The “one-to-many” and “many-to-many” 
situations are unwanted for federation. Usually, 
though, these difficulties can be reconciled by trying 
to decompose the related activities a bit more to get 
better definition and granularity.  Once these mapping 
matches have been made, they are entered into the 
Federation Log to finish Phase 2 and set the stage for 
Phase 3. 

“One-to-Many” and 
“Many-to-Many” 
situations are unwanted 
for Federation as they 
impair clear line-of-sight 
from higher echelon 
enterprises down to the 
activities undergoing 
federation. 
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Log OA/PfM Federation Log Report As Of 17Dec 2007 
Section A - Purpose & Approach 

Section A.1 - Federation Purpose 
Item # Item Description Item Response 
A.1.1 Is the Federation Mandated?  [If Yes, specify by No, there was no mandate to perform this Federation 

whom & what below] 
A.1.1.1 By whom is the Federation mandated? Not Applicable 
A.1.1.2 By what directive/regulation/order is the Federation 

mandated? 
Not Applicable 

A.1.2 If Not Mandated, why Federate? DON CIO is loking for shared resoureces for Supply Chain IT support 
to retire legacy systems that are no longer supported by their 
manufacturers 

A.1.3 Are There Tangible Expected Federation Benefits? 
[If Yes, list them below]  

A.1.3.1 Objective #1 Find Supply Chain applications that can be reused after hust re-
configuration without custom programming  

A.1.3.2 Objective #2 Find Supply Chain applications that can be repurposed with minimal 
and cost-effective programming 

A.1.3.3 Objective #3 Locate Supply Chain database systems that can support migration 
from legacy systems to newer applications with minimal ETL 

A.1.3.4 Objective #4 Identify SOA opportunities for new Supply Chain Solution Architecture 

A.1.4 Reference Architecture BEA Version 4.1 

Section A.2 - Federation Approach 
Item # Task Current Status Comments and Notes 

A.2.3 Locate the Current (as-is) BEA OV5 Completed Finished on 12/07/07 
A.2.4 Locate the Target (to-be) BEA OV-5 Completed Finished on 

A.2.1 Locate the Current (as-is) Log OA/Pfm OV-5 Pending Response to /Request ma/e to DON OCIO for Current 
Activity Model on 12/10/ Request 

A.2.2 Locate the Target (to-be) Log OA/Pfm OV-5 Completed Finished on 12/14/07 
A.2.5 Map lowest levels of OV-5's Completed Finished on 12/19/07 

A.2.6 Conduct Federation Mapping Pairs Relationship 
Classification In Progress Started on 12/19/07 

A.2.7 Enter Federation Results into Federation Log Not Started 
So far, it looks like only the Target (to-be) Log 
OA will be Federated due to lack of Current (as-
is) Log OA/P 

Figure 19: Purpose and Approach Sample Entries in the FedLog 
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Figure 20: Phase 2 of the Federation Process 
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When mappings are completed, there is a second round of documenting the results in the 
Federation Log. This time, the entries are made in the Mapping Matrices section of the 
Federation Log and are always pairwise, indicating what activity in the selected 
architecture is being mapped from, along with what activity in the reference architecture 
or model is being mapped to.  The notable thing at this point is the middle part of this 
section is blank and not filled in until Phase 3.  This center column is reserved for the 
ultimate result of the Federation process, the Semantic Alignment. 
Log OA/PfM Federation Log Report As Of 17 DEC 2007 As Of 17 DEC 2007 

Section B - Mapping Matches 

Section B.1 - Current (as-be) Log OA/PfM Federation 
OV-5 For Current (as-is) Log OA/PfM Is Not Available 

Section B.2 - Target (to-be) Log OA/PfM Federation (excerpt from whole list) 

From: Log OA/PfM V8.0 Federation Category of 
Relationship FROM Log 

OA/PfM V8.0 TO BEA V4.1 

To: BEA V4.1 
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BEA 4.1 Pairwise Mapped Activity Name 
A1.3.3.2 Warehouse Mgmt (OB) (WHO) 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.1 Receive Orders to Pick (WMO-1) 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.2 Generate Pick List (WMO-2) 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.3 Pick Item (WMO-3) 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.4 Pack for Shipment (WMO-4) 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.5 Generate Shipping Docs (WMO-5) 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.6 Stage for Transportation (WMO-6) 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.7 Transfer Material (WMO-7) 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.3 Maintenance Fulfillment (OFS(M)) 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.3.3.3.1 Receive Service Order (OFS(M)-1) 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.3.3.2 Verify Possession of Assets (OFS(M)-2) none none 

A1.3.3.3.3 Perform Inspection Diagnosis (OFS(M)-3) none none 

A1.3.3.3.4 Identify Additional Resources (OFS(M)-4) none none 

A1.3.3.3.5 Receive Additional Resources (OFS(M)-5) none none 

A1.3.3.3.6 Await Repair (if Required) (OFS(M)-6) none none 

A1.3.3.3.7 Commit Resources (OFS(M)-7) none none 

A1.3.3.3.8 Correction of Fault (OFS(M)-8) none none 

A1.3.3.3.9 Conduct QC Checks (OFS(M)-9) none none 

A1.3.3.3.10 Release Finished Product (OFS(M)-10) none none 

A1.3.3.3.11 Stage Finished Product/Returns (OFS(M)-11) 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.3.12 Product Installed (if Required) (OFS(M)-12) 4.4.6 Transport Materiel and Forces 

A1.3.3.4 Distribution Fulfillment (OFS(D)) 4.4 Deliver Property and Forces 

A1.3.3.4.1 Receive Service Order (OFS(D)-1) 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.3.4.2 Select Transportation Mode (OFS(D)-2) 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.3.3.4.3 Build Load Plan Based on Mode (OFS(D)-3) 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.3.3.4.4 Consolidate Orders by Mode/Location (OFS(D)-4) 4.4.3 Determine Route and Carriers 

A1.3.3.4.5 Rate & Route Shipment (OFS(D)-5) 4.4.3 Determine Route and Carriers 

A1.3.3.4.6 Evaluate Carrier Capability, Availability, Cost (OFS(D)-6) 4.4.3 Determine Route and Carriers 

A1.3.3.4.7 Select Carrier & Arrage Pickup (OFS(D)-7) 4.4.3 Determine Route and Carriers 

A1.3.3.4.8 Build Load Sequence Plan (OFS(D)-8) 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.3.3.4.9 Schedule Resources (OFS(D)-9) 4.4.3 Determine Route and Carriers 

A1.3.3.4.10 Execute Load (OFS(D)-10) 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.4.11 Generate Shipping Documents & Load Orders (OFS(D)-11) 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.4.12 Ship Load to Destination (OFS(D)-12) 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.4.13 Offload at Destination (OFS(D)-13) 4.4.6 Transport Materiel and Forces 

A1.3.3.5 Procurement Fulfillment (PROCFUL) 3.2.2 Conduct Sourcing 

A1.3.3.5.1 Receive Order (PROCFUL-1) 3.2.2 Conduct Sourcing 

A1.3.3.5.2 Review Provider Options (PROCFUL-2) 3.2.2 Conduct Sourcing 

A1.3.3.5.3 Evaluate Sourcing Options (PROCFUL-3) 3.2.2 Conduct Sourcing 

A1.3.3.5.4 Select Providers and Negotiate (PROCFUL-4) 3.2.2 Conduct Sourcing 

A1.3.3.5.5 Confirm Order(s) with Supplier(s) (PROCFUL-5) 3.2.2 Conduct Sourcing 

A1.3.3.5.6 Create Sourcing Order(s) (PROCFUL-6) 3.2.2 Conduct Sourcing 

A1.3.3.5.7 Release Sourcing Order (options) (PROCFUL-7) 3.2.2 Conduct Sourcing 

A1.3.3.5.8 Verify Delivery at Destination (PROCFUL-8) 3.2.2 Conduct Sourcing 

A1.3.3.5.9 Close Sourcing Order (PROCFUL-9) 3.2.2 Conduct Sourcing 

Federation Categories 

EQUIVALENT TO 
PART OF 
SIMILAR TO 
NO RELATIONSHIP 

Figure 21: OA Example: Pairwise Mapping Sample Entries in the Federation Log 

DON Enterprise Architecture Federation Pilot Initiative  -- Final Report Page 35 



4.4 	 Phase 3 - Classify Federation Relationships and Load 
Metadata to DARS 

Phase 3 is dedicated to determining the nature of and strength of the pairwise 
relationships that were mapped in Phase 2 with respect to their semantic alignment from 
the selected architecture’s activities to the reference architecture or models’ activities.   

Once a relationship is established, the next step is to qualify this relationship using the 
DoD Federation Strategy guidelines for semantic alignment.  It is during this step that the 
relative strength or weakness of the relationship is evaluated.  If there is enough 
granularity and detail in the definitions of the activities both at the parent level and at the 
child level, it is now possible to semantically align those activities.   

The GIG Architecture Federation Strategy, Version 1.2, August 1, 2007, Appendix G, 
provides the guidance for the Repeatable Federation Process to classify the mapping 
matches according to their semantic relationship.  This document makes points out that 
the elements of Federation are a “triplet” of “activity-relationship-activity.”  So, the 
principal task for Phase 3 is to determine which of four Semantic Relationship 
classifications are suitable to assign to each individual pairwise mapping match.  These 
four categories are discussed in depth in the Semantic Alignment section of the report and 
Figure 9. 

In the diagram, “Phase 3 of the Repeatable Federation Process,” there is a decision tree 
that is a critical part of completing the final and most valuable part of the federation 
process. This determination of the semantic classification of the mapping relationships is 
the heart of the potential use of the federated architecture itself.   

Each pairwise mapping is evaluated based on each of the four categories mentioned 
above. At the conclusion of this activity, the last round of entries is made into the 
Federation Log. These are the semantic relationship classifications of the mapping 
matches.  In addition, the metadata necessary for effective reference and searching in 
DARS is added. 

These results are put into the Federation Log in a third round of entries as shown in the 
figure, “Log OA Example: Sample Entries in the Federation Log.”  Lastly, the metadata 
about the federation effort is collected and entered into DARS to conclude the Repeatable 
Federation Process.  

The Repeatable Federation Process ends with a completed Federation Log and 
appropriate entries of its results into DARS.  The process can also be expected to be 
repeated as necessary when there are significant changes and/or revisions of either the 
selected architecture or the reference architecture or model that served as the High Level 
Taxonomy for the federation effort.  However, once the initial federation is 
accomplished, these subsequent federations are expected to be incremental in the sense of 
just reprocessing the areas of the selected architecture and/or the reference architecture or 
model. 
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Figure 22: Phase 3 of the Federation Process 
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4.5 Using FORCEnet as an Example of the Federation Process 

4.5.1 Phase 1 
Using FORCEnet as an example will help illustrate Phase 1 of the process.  As mentioned 
previously, the main focus is to identify the parent or reference architecture(s) for the 
child architecture and obtain the respective OV-5 activity node trees.  In this case, 
FORCEnet is the child architecture.   

First studying the FORCEnet OV-5 Activity Node Tree outlined three high level 
activities or capabilities.  This included Battlespace Awareness, Net-Centric Operations, 
and Command & Control/Decision Support.  For the test scenario, we choose to analyze 
just the net-centric operations portion.   

Referring to the DoD Mission Areas, these three high level activities were segmented 
under the same titles in the Warfighter Mission Area.  Each of these three 
activities/capabilities contains a fairly well-defined activity node tree. By analyzing the 
WMA OV-5, the team discovered a high level activity/capability for Net-Centric 
Operations. This, in fact, became the reference or parent OV-5 for alignment 5. 

4.5.2 Phase 2 
Alignment is focused on activities, and these activities are found in the OV-5 Operational 
Activity Model (Node Tree).  With respect to OV-5s, there is an implicit hierarchy of 
objects, beyond just the "operational activities" that the DoDAF product name suggests: 
capabilities at the highest level, then activities, then sub-activities.  So while capabilities 
may be defined as a set of activities plus sequence, they are often modeled as just a set of 
activities using the parent objects in an OV-5.   

Using FORCEnet as an example will help illustrate Phase 2 of the process and how to 
identify federation mapping matches.  From Phase 1 of the process, the scope of analysis 
was an alignment of the FORCEnet OV-5 for Net-Centric Operations with the DoD 
WMAOV-5 for Net-Centric Operations. The starting point for alignment is to analyze a 
single high-level activity/capability of the parent or reference architecture.  This will help 
provide context and direction of the federation effort.  As demonstrated below, the 
WMA-OV-5 for Net-Centric Operations outlines several high level activities or 
capabilities. 

5 The WMA OV-5 version 1.0 is derived from the JCA construct.   The JCAs are currently going through a 
modification and review process that will reflect the latest changes.  The DON CIO team assumed that the 
next versions of WMA EA would contain these changes and aligned FORCEnet Net Centric Operations to 
the new JCA construct. 
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Figure 23: Manage Joint Net-Centric Operations OV-5 High Level Operational Activity Model 

The high level activities associated with Managing Net-Centric Operations include: 

� Manage Information Transport 
� Manage Enterprise Services 
� Manage Information Assurance 
� Manage Knowledge Sharing 
� Manage Application Services 

For this example, the selection is Manage Enterprise Services under Manage Net-Centric 
Operations. 

As each of these high level activities are decomposed to a more granular detail as 
demonstrated above, the second step is identify all the activities or sub-activities 
associated with the selected high level activity at the lowest level available within this 
parent architecture.  As an example, the lowest level sub-activities of Manage Enterprise 
Services include: 

� Manage Network Operations 
� Manage Collaboration Services 
� Manage Message Services 
� Manage Data Discovery Services 
� Manage Data Storage Services 
� Manage RF Spectrum 

You will note that the decomposition is not very granular in this case and does not extend 
below this level.  This is due to the relative lack of detail associated with the WMA OV-5 
at this time.   

The third step is to analyze the architecture that is being federated (FORCEnet- the child 
architecture) and start a line-by-line analysis at the lowest level tier available within the 
child architecture to find potential relationships to the sub-activities of the parent 
architecture. Depending on the maturity of the architecture and the reference resources 
used, this can be an exhaustive effort or a simple identification of similar terms.  

As an example, using Net-Centric Operations/Manage Enterprise Services, one of the 
sub-activities called Manage Collaborative Services is described in the OV-5.  This is the 
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lowest activity level under this category.  The goal is to find all associated activities 
within the FORCEnet OV-5 that map to the WMA definition of Manage Collaborative 
Services. 

Starting at the lowest level, an analysis is conducted activity–by-activity to determine if 
any of the FORCEnet activities are related to Manage Collaborative Services.   

Within FORCEnet, two activities were found.  These are activities A.2.1, “Establish and 
Maintain Collaborative Information Environment” and A.2.3, “Initiate a Joint 
Collaborative Session.” 

The process should be repeated until as many as possible sub-activities associated with 
the high level activity, “Managing Enterprise Services” are discovered within the 
FORCEnet architecture. At this point, the results of these pairwise mappings should be 
included in the Federation Log. 

The mapping of activities needs to be addressed with the rule of thumb that one should 
map all the selected architecture’s activities at the lowest activity levels in the selected 
architecture’s OV-5 at each instance of an individual activity.  As this mapping is done, 
there will be varying levels that are mapped “from” in the selected architecture as well as 
“to” in the reference architecture or model. 

4.5.3 Phase 3 
Once a relationship is established, the next step is to qualify this relationship using the 
DoD Federation Strategy guidelines for semantic alignment.  It is during this step that the 
relative strength or weakness of the relationship is evaluated.  If there is enough 
granularity and detail in the definitions of the activities both at the parent level and at the 
child level, it is now possible to semantically align those activities using the “equal to,” 
“similar to,” “part of,” or “no relationship” qualifiers.  With the relationships between 
FORCEnet Net-Centric Operations and the WMA OV-4 for Net-Centric Operations 
identified and outlined in the FedLog, the relationships can be classified and entered into 
the FedLog accordingly. 

Using the Manage Collaborative Sessions example from Phase 2, the resulting activities 
that had a relationship with the parent architecture must be qualified as to the strength of 
the relationship.  This requires a detailed definition of each activity to determine the 
relationship. 

4.5.4 Repeat the Process 
The process is then repeated using another high level activity as a starting point until as 
many of the activities of the parent architecture (WMA) are semantically aligned to those 
of the child architecture (FORCEnet).  Once complete, the Federation log captures all of 
the results of this process.   

4.5.5 Post Federation Analysis 
At the end of the federation process, all the data needed to do comparative analysis 
should be available in the Federation Log. Using the example above, if all of the sub-
activities associated with Managing Enterprise Services were found to have “no 
relationship” to any FORCEnet activities, it becomes apparent that the capability of 
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“Managing Enterprise Services” is not reflected in the FORCEnet architecture.  
Corrective action should be taken. 

The Federation Log provides the ability to: 

1.	 Allow another federation effort to locate, identify, and leverage the existing work, 
since the Federation Log is searchable. 

2.	 Evaluate how well the child architecture is aligned to the parent architecture.  
Simple or complex modifications to the child architecture are possible in order to 
ensure correct alignment. 

3.	 Provide a method to recommend any future changes to the parent architecture if 
needed. 

4.	 Identify gaps or overlaps in the child architecture as it relates to the parent 

architecture.


5.	 Compare and contrast multiple child architectures to a parent architecture. 
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4.6 The Federation Log as a Tool 
As Of 17 DEC 2007 

Item # 
A.1.1 
A.1.1.1 
A.1.1.2 
A.1.2 
A.1.3 
A.1.3.1 
A.1.3.2 
A.1.3.3 
A.1.3.4 
A.1.4 

Item # Current Status 
A.2.3 Completed 
A.2.4 Completed 
A.2.1 Pending Response to Request 
A.2.2 Completed 
A.2.5 Completed 
A.2.6 In Progress 
A.2.7 Not Started 

Section B - Mapping Matches 

Section B.1 - Current (as-be) Log OA/PfM Federation 
OV-5 For Current (as-is) Log OA/PfM Is Not Available 

Section B.2 - Target (to-be) Log OA/PfM Federation (excerpt from whole list) 
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BEA 4.1 Pairwise Mapped Activity Name 
A1.3.3.2 Warehouse Mgmt (OB) (WHO) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.1 Receive Orders to Pick (WMO-1) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.2 Generate Pick List (WMO-2) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.3 Pick Item (WMO-3) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.4 Pack for Shipment (WMO-4) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.5 Generate Shipping Docs (WMO-5) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.6 Stage for Transportation (WMO-6) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.7 Transfer Material (WMO-7) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.3 Maintenance Fulfillment (OFS(M)) SIMILAR TO 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.3.3.3.1 Receive Service Order (OFS(M)-1) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.3.3.2 Verify Possession of Assets (OFS(M)-2) NO RELATIONSHIP none none 

A1.3.3.3.3 Perform Inspection Diagnosis (OFS(M)-3) NO RELATIONSHIP none none 

A1.3.3.3.4 Identify Additional Resources (OFS(M)-4) NO RELATIONSHIP none none 

A1.3.3.3.5 Receive Additional Resources (OFS(M)-5) NO RELATIONSHIP none none 

A1.3.3.3.6 Await Repair (if Required) (OFS(M)-6) NO RELATIONSHIP none none 

A1.3.3.3.7 Commit Resources (OFS(M)-7) NO RELATIONSHIP none none 

A1.3.3.3.8 Correction of Fault (OFS(M)-8) NO RELATIONSHIP none none 

A1.3.3.3.9 Conduct QC Checks (OFS(M)-9) NO RELATIONSHIP none none 

A1.3.3.3.10 Release Finished Product (OFS(M)-10) NO RELATIONSHIP none none 

A1.3.3.3.11 Stage Finished Product/Returns (OFS(M)-11) SIMILAR TO 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.3.12 Product Installed (if Required) (OFS(M)-12) SIMILAR TO 4.4.6 Transport Materiel and Forces 

A1.3.3.4 Distribution Fulfillment (OFS(D)) SIMILAR TO 4.4 Deliver Property and Forces 

A1.3.3.4.1 Receive Service Order (OFS(D)-1) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.3.4.2 Select Transportation Mode (OFS(D)-2) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.3.3.4.3 Build Load Plan Based on Mode (OFS(D)-3) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.3.3.4.4 Consolidate Orders by Mode/Location (OFS(D)-4) PART OF 4.4.3 Determine Route and Carriers 

A1.3.3.4.5 Rate & Route Shipment (OFS(D)-5) PART OF 4.4.3 Determine Route and Carriers 

A1.3.3.4.6 Evaluate Carrier Capability, Availability, Cost (OFS(D)-6) PART OF 4.4.3 Determine Route and Carriers 

A1.3.3.4.7 Select Carrier & Arrage Pickup (OFS(D)-7) PART OF 4.4.3 Determine Route and Carriers 

A1.3.3.4.8 Build Load Sequence Plan (OFS(D)-8) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.3.3.4.9 Schedule Resources (OFS(D)-9) SIMILAR TO 4.4.3 Determine Route and Carriers 

A1.3.3.4.10 Execute Load (OFS(D)-10) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.4.11 Generate Shipping Documents & Load Orders (OFS(D)-11) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.4.12 Ship Load to Destination (OFS(D)-12) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.4.13 Offload at Destination (OFS(D)-13) NO RELATIONSHIP 4.4.6 Transport Materiel and Forces 

A1.3.3.5 Procurement Fulfillment (PROCFUL) EQUIVALENT TO 3.2.2 Conduct Sourcing 

A1.3.3.5.1 Receive Order (PROCFUL-1) PART OF 3.2.2 Conduct Sourcing 

A1.3.3.5.2 Review Provider Options (PROCFUL-2) PART OF 3.2.2 Conduct Sourcing 

A1.3.3.5.3 Evaluate Sourcing Options (PROCFUL-3) PART OF 3.2.2 Conduct Sourcing 

A1.3.3.5.4 Select Providers and Negotiate (PROCFUL-4) PART OF 3.2.2 Conduct Sourcing 

A1.3.3.5.5 Confirm Order(s) with Supplier(s) (PROCFUL-5) PART OF 3.2.2 Conduct Sourcing 

A1.3.3.5.6 Create Sourcing Order(s) (PROCFUL-6) PART OF 3.2.2 Conduct Sourcing 

A1.3.3.5.7 Release Sourcing Order (options) (PROCFUL-7) PART OF 3.2.2 Conduct Sourcing 

A1.3.3.5.8 Verify Delivery at Destination (PROCFUL-8) PART OF 3.2.2 Conduct Sourcing 

A1.3.3.5.9 Close Sourcing Order (PROCFUL-9) PART OF 3.2.2 Conduct Sourcing 

Federation Categories 

EQUIVALENT TO 
PART OF 
SIMILAR TO 
NO RELATIONSHIP 

Locate the Current (as-is) Log OA/Pfm OV-5 

Locate the Target (to-be) Log OA/Pfm OV-5 

Log OA/PfM Federation Log Report As Of 17 DEC 2007 

Task Comments and Notes 
Finished on 12/07/07 

Finished on 12/07/07 

Locate the Current (as-is) BEA OV-5 

Locate the Target (to-be) BEA OV-5 

Locate Supply Chain database systems that can support migration from legacy systems to newer applications with minimal ETL 

Identify SOA opportunities for new Supply Chain Solution Architecture 

BEA Version 4.1 

Map lowest levels of OV-5's Finished on 12/19/07 

Request made to DON OCIO for Current Activity Model on 12/10/07 

Finished on 12/14/07 

Reference Architecture 

Objective #4 

So far, it looks like only the Target (to-be) Log OA will be Federated due to lack of Current (as-is) Log OA/P 

Federation Category of 
Relationship FROM Log 

OA/PfM V8.0 TO BEA V4.1 

Item Response 
No, there was no mandate to perfrom this Federation. 

Not Applicable 

Not Applicable 

DON CIO is looking for shared resources for Supply Chain IT support to retire legacy systems that are no longer supported by their manufacturers 

Find Supply Chain applications that can be reused after just re-configuration without custom programming 

Find Supply Chain applications that can possibly be repurposed with minimal and cost-effective reprogramming 

Section A.1 - Federation Purpose 

If Not Mandated, why Federate? 

Node # 

From: Log OA/PfM V8.0 To: BEA V4.1 

Objective #2 

Objective #3 

Conduct Federation Mapping Pairs Relationship Classification Started on !2/19/07 

Enter Federation Results into Federation Log 

Section A.2 - Federation Approach 

Objective #1 

Is the Federation Mandated?   [If Yes, specify by whom & what below] 

By whom is the Federation mandated? 

By what directive/regulation/order is the Federation mandated? 

Item Description 

What are the objectives for this Federation effort? 

Section A - Purpose & Approach 

Figure 24: OA Example: Sample Entries in the Complete Federation Log 

The Federation Log (FedLog) is the end product of the federation process.  As data is 
collected throughout the process, the FedLog provides a convenient location to analyze 
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and assess the data of federation. Senior decision-makers, architects, and stakeholders 
can use the results contained in the FedLog to analyze the quality of architecture 
development as well as identify the gaps and overlaps of the architecture as it relates to 
the capabilities desired in a High Level Taxonomy. Other benefits and features of the 
FedLog are detailed below: 

1.	 As the FedLog is intended to be a searchable and discoverable document, various 
stakeholders can potentially locate, identify, and leverage the existing work. (e.g., 
If N4 wanted to federate to the BEA they could leverage the work already done 
within LOG OA). 

2.	 The FedLog becomes a quality control mechanism for stakeholders.  Senior 
decision makers are able to evaluate how well the child architecture is aligned to 
the parent architecture. Gaps and overlaps are clearly identified as well as overall 
completeness of the architecture.  

3.	 The FedLog becomes a method for providing necessary feedback to further 
develop parent or reference architectures.  Any future changes needed can be 
managed and sourced through the FedLog.  This will enhance the effectiveness of 
federation throughout the enterprise.  The more developed and detailed the parent 
architectures are, the better the federation results. 

4.	 The FedLog has the potential of becoming a comparison model between two or 
more child architectures to discover how well they are aligned to a parent 
architecture (e.g., N4 and Log OA to the BEA). This also facilitates the ability to 
focus on where new capability development can or should be focused. 

5.	 The FedLog is set up to assist with the tasks for which Semantic Alignment is 
intended to provide benefits with respect to managing Information Technology 
and deciding on IT investment projects.  

6.	 Reuse and Repurposing: Assigning the value of “Equivalent to” and “Part of” to 
activities can provide the necessary detail of strength in alignment to potentially 
reuse or repurpose IT assets on a cost effective basis.  However, it was discovered 
that those activities that are classified as “Similar to” are too different in general 
to be of much use for federation. 

7.	 Redundancy: Elimination on a safe-basis can be done best with IT assets at the 
Component level in one context with “Equivalent to” relationships to IT assets in 
another context; it would require significant risk mitigation to attempt to do so for 
those relationships that are either “Part of” or “Similar to.” 

8.	 Retirement:  The retirement of  legacy systems on a non-disruptive basis is 
supported by migration to “Equivalent to” and Part of” IT assets imported from 
other Component level contexts, while those designated as “Similar to” are 
customarily very unreliable. 

When there is an IT investment project under consideration, the topics in the above list 
should be considered. Combined with the metadata for federated architectures in DARS 
and the details of the federation in each case down to the pairwise mapping Semantic 
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Alignments, queries across federated architectures should produce IT asset candidates 
that reduce or eliminate unnecessary spending on redundant IT assets.   

The key is that the more federated architectures processed and recorded using the 
federation process, the more effective the benefits will be.  As the Federation Log 
becomes a standard for all architectures when they are being federated, there will not 
only be a wider selection of comparable IT assets, but the possibilities for reuse and 
repurposing will be far more assured. 

4.7 Business Rules of the Process 
There are business rules for the federation process, but they are not hard and fast.  They 
consist of rules of thumb that need to be used along with judgment and inspection.  Along 
the way, it is essential that the definitions and descriptions for the activities for both the 
Selected Architecture and the Reference Architecture or Model be available and 
frequently referenced to make decisions not only about pairwise mapping, but also about 
semantic meanings of the mapping relationships beyond just what the titles might appear 
to connote. The rules of thumb for the Repeatable Federation Process are the following: 

1.	 Start with a set of potential architectures to be federated, and prioritize them 
according to the order in which you want to run them through the federation 
process. The Repeatable Federation Process is designed to handle one selected 
architecture at a time. If there is a choice between the “to be” and “as is” 
architecture, it is best to go with the “to be” architecture for federation. 

2.	 Determine if there is a documentable mandate that dictates that a particular 
architecture under consideration for federation will have to be federated. 

3.	 If there is no mandate, consider, but still document any other compelling reason to 
make the effort to federate any particular architecture.  It is important to note that 
once a candidate architecture has been selected either by mandate or by 
preference, the Repeatable Federation Process is designed to complete the process 
rather than just exit at certain points when there are incomplete or as yet 
unavailable resources such as OV-5’s. 

4.	 If there are any Benchmark Reference Models (such as Supply-Chain Operations 
Reference Model (SCOR) or Net-Centric Operations and Warfare Reference 
Model (NCOW RM) that were used as a basis for either or both of the selected 
architectures or reference architectures or models, then it should be used in 
addition to the definitions and descriptions for the activities for both the selected 
architecture and the reference architecture or model. 

5.	 Always try to map activities at the lowest level available with the OV-5’s. 

6.	 Be prepared to map one level up from the lowest level if there is a need for 
context, particularly in situations where the semantic alignment has a good chance 
to be classified as “part of.” 

7.	 Search for “part of” semantic relationships across the whole selected architecture 
to see if other activities complete the mapped to activity of the reference 
architecture or model. 
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8.	 If all of the related “part of” semantic relationships cannot completely fulfill the 
activity mapped to in the reference architecture or model, then they are likely only 
a “similar to” semantic relationship. 

9.	 If all of the children of an activity are “part of” such that they totally fulfill the 
activity mapped to in the reference architecture or model, then the parent of those 
activities has an “equivalent to” semantic relationship to the same activity in the 
reference architecture or model. 

10. “One-to-many” and “many-to-many” situations are unwanted for federation as 
they impair clear line-of-sight from higher echelon enterprises down to the 
activities undergoing federation. These situations indicate the need for additional 
decomposition of the activities. 
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5.0 The Federation Pilot Overview 
As a proof of concept, three distinct federation pilots were conducted in order to validate 
and test the effectiveness of a repeatable DON Federation Process.  This was 
accomplished through constructing and analyzing a limited GIG Architecture federation 
using DoD mission area taxonomies and existing Department of the Navy architectures.   

The federation pilots not only validated the DON Federation Process but also provided 
substantial insight into the current state of the DON Enterprise Architecture Environment.  
This includes high level activity taxonomies, categorization methods, current capabilities 
for search and discovery, and the essential requirements, structures, and methodology to 
effectively federate disparate architectures.   

Three distinct outcomes were needed to effectively test and evaluate the DON Federation 
Process. The first two outcomes were to demonstrate instances of vertical mapping of 
selected DON architectures to both the Warfighting Mission Area and the Business 
Mission Area 6. The third outcome was to demonstrate a Cross-
Service/Component/Agency horizontal federation between the Department of the Navy 
and US Transportation Command (USTRANSCOM).   

As the final activity of the DON Federation Process requires the registration of 
architecture information into the DoD Architecture Registry System (DARS) via the 
DON SADIE repository , the federation pilot attempted to test and validate enterprise 
search and discovery methods as well as provide feedback to the DARS working group 
on improving this capability.  The testing and validation of the DON Federation Process 
utilized the following architectures: 

1.	 Pilot Architecture: Marine Corps Logistics OA 
Objective (Vertical Federation to BMA):  Demonstrate semantic alignment of a 
DON component architecture to the business mission area. 

2.	 Pilot Architectures:  Marine Corps Logistics OA aligned 

to US Transcom

Objective (Horizontal Federation between C/S/As):  Demonstrate semantic 
alignment of a DON component architecture with another C/S/A architecture. 

3.	 Pilot Architecture: FORCEnet 
Objective (Vertical Federation to WMA):  Demonstrate semantic alignment of a 
DON component architecture to the Warfighter Mission Area. 

5.1 Pilot Examples 

5.1.1 Log OA to BEA 
Log OA was run through the Repeatable Federation Process to test the process and 
provide an example of how the process works.  This section provides the results of that 

6 EIEMA and IMA activities model were not available for testing. 
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Figure 25: Log OA Example: Selected Pairwise Mapping Combined 

federation effort using the repeatable process in the form of its entries into the Federation 
Log. 

5.1.1.1 Diagram 
The combined nature of both the pairwise mappings and the associated semantic 
relationships is illustrated in Figure 22, “Log OA Example: Selected Pairwise Mapping 
Combined with Semantic Alignment.” This schematic shows the idea of mapping from 
the lowest levels of both the selected architecture and the reference architecture or model. 
Each instance of the pairwise mapping is itself a directional relationship in going “from” 
the selected architecture “to” the reference architecture or model. The characteristic of 
each of these relationships is, however, not entirely determined by the activity itself, but 
also by its context in the architecture, especially in the case of “part of” but also 
frequently in the instance of “equivalent to,” where the activity is the parent of a group of 
activities that are “part of” in classification. 

5.1.1.2 Log OA Federation Log 
The Federation Log for the Federated Log OA architecture is shown in Figure 23 below. 
The entire log is provided in Appendix C. There are a wide variety of semantic 
alignments demonstrated in this example, as well as the principle that different levels are 
mapped “from” and “to” according to the level of semantic alignment. 

DON Enterprise Architecture Federation Pilot Initiative  -- Final Report Page 47 



Log OA/PfM Federation Log Report As Of 17 DEC 2007 As Of 17 DEC 2007 

Section A - Purpose & Approach 
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Section A.1 - Federation Purpose 
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Item # Item Description 
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Item Response 

A.1.1 Is the Federation Mandated?
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   [If Yes, specify by whom & what below] No, there was no mandate to perfrom this Federation. 

A.1.1.1 By whom is the Federation mandated? Not Applicable 
Lo
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O

A
A.1.1.2 By what directive/regulation/order is the Federation mandated? Not Applicable 
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A.1.2 If Not Mandated, why Federate? 
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DON CIO is looking for shared resources for Supply Chain IT support to retire legacy systems that are no longer supported by their ma 

A.1.3 What are the objectives for this Federation effort? 
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A.1.3.1 Objective #1 
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Find Supply Chain applications that can be reused after just re-configuration without custom programming 

A.1.3.2 Objective #2 
A
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Find Supply Chain applications that can possibly be repurposed with minimal and cost-effective reprogramming 

A.1.3.3 Objective #3 Locate Supply Chain database systems that can support migration from legacy systems to newer applications with minimal ETL 
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O

A
 5
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A.1.3.4 Objective #4 Identify SOA opportunities for new Supply Chain Solution Architecture 
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A.1.4 Reference Architecture 
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BEA Version 4.1 

Section A.2 - Federation Approach 
Item # Task Current Status Comments and Notes 
A.2.3 Locate the Current (as-is) BEA OV-5 Completed Finished on 12/07/07 

A.2.4 Locate the Target (to-be) BEA OV-5 Completed Finished on 12/07/07 

A.2.1 Locate the Current (as-is) Log OA/Pfm OV-5 iPend ng Response to Request Request made to DON OCIO for Current Activity Model on 12/10/07 

A.2.2 Locate the Target (to-be) Log OA/Pfm OV-5 Completed Finished on 12/14/07 

A.2.5 Map lowest levels of OV-5's Completed Finished on 12/19/07 

A.2.6 Conduct Federation Mapping Pairs Relationship Classification In Progress Started on !2/19/07 

A.2.7 Enter Federation Results into Federation Log Not Started So far, it looks like only the Target (to-be) Log OA will be Federated due to lack of Current (as-is 

Section B - Mapping Matches 

Section B.1 - Current (as-be) Log OA/PfM Federation 

OV-5 For Current (as-is) Log OA/PfM Is Not Available 

Section B.2 - Target (to-be) Log OA/PfM Federation 

From: Log OA/PfM V8.0 To: BEA V4.1 
Federation Category of 
Relationship FROM Log 

OA/PfM V8.0 TO BEA V4.1 

Node # Activity Name Activity # Activity Name 

Federation 
Semantic 

B
EA

 4
.1

 
Log OA Activity Name Alignment Pa

irw
is

e
BEA 4.1 Pairwise Mapped Activity Name 

A1.1.1.1 Network Design (NETDES) 4.3 
M

ap
pe

d
Perform Build and Make and Maintenance and Sustainment PART OF 

A
ct

iv
ity

 #
A1.1.1.1.1 Identify High-Level Logistics Chain Requirements and Resources 4.3 Perform Build and Make and Maintenance and Sustainment 

(NETDES-1) PART OF 

A1.1.1.1.2 Analyze Existing Network and Identify Gaps/Redundancies PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 
(NETDES-2) 

A1.1.1.1.3 Develop Logistics Chain Courses of Action for Network PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 
Configuration (NETDES-3) 

A1.1.1.1.4 Analyze Courses of Action (NETDES-4) 4.3 Perform Build and Make and Maintenance and Sustainment PART OF 

A1.1.1.1.5 Select Optimal Network Configuration and Create Network Design 4.3 Perform Build and Make and Maintenance and Sustainment 
Plan (NETDES-5) PART OF 

A1.1.1.1.6 Measure, Evaluate, Review, and Adjust (NETDES-6) 4.3 Perform Build and Make and Maintenance and Sustainment PART OF 

A1.1.1.1.7 Replan (NETDES-7) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.2 Provider Facing (LCPLAN-PRO) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.2.1 Develop/Refine Provider Review Process (LCPLAN-PRO-1) 4.3 Perform Build and Make and Maintenance and Sustainment PART OF 

A1.1.1.2.2 Perform Provider Reviews (LCPLAN-PRO-2) 4.3 Perform Build and Make and Maintenance and Sustainment PART OF 

A1.1.1.2.3 Educate and Share Requirements (mutual) (LCPLAN-PRO-3) 4.3 Perform Build and Make and Maintenance and Sustainment PART OF 

A1.1.1.2.4 Perform Analysis of Line Item Requirements vs. Provider Base PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 
(LCPLAN-PRO-4) 

A1.1.1.2.5 Identify and Select Best Providers of Products/Services (LCPLAN- PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 
PRO-5) 

A1.1.1.2.6 Determine/Define Supplier Relationships (LCPLAN-PRO-6) 4.3 Perform Build and Make and Maintenance and Sustainment PART OF 

A1.1.1.2.7 Establish Provider Objectives (LCPLAN-PRO-7) 4.3 Perform Build and Make and Maintenance and Sustainment PART OF 

A1.1.1.2.8 Create Logistics Chain Provider Plan (LCPLAN-PRO-8) 4.3 Perform Build and Make and Maintenance and Sustainment PART OF 

A1.1.1.2.9 Negotiate, Create, and Manage Relationships (LCPLAN-PRO-9) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.2.10 Measure, Evaluate, Preview, Adjust (LCPLAN-PRO-10) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.2.11 Replan (LCPLAN-PRO-11) 4.3 Perform Build and Make and Maintenance and Sustainment PART OF 

Figure 26: Log OA Example: Selected Pairwise Mapping 

5.1.2 Log OA to US TRANSCOM 
In addition to using the BEA as a high-level taxonomy, another pilot effort federated the 
Log OA to USTRANCOM’s Joint Distribution and Deployment Architecture (JDDA).  
Early in the USMC-USTC pilot, a list of desired capabilities was defined to help shape 
the effort. At a high level, both the Marine Corps and USTRANCOM wanted federation 
to enable traceability, accessibility, and accountability (Figure 24).  
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Accessibility:
Ability to locate, identify, and categorize architectures

Traceability:
Ability to justify funding for IT investment relative to DoD Models (BEA, JCA, etc.)
Ability to enable relevant, accurate capability based analysis

Accountability:
Ability to support  IT and systems development planning in a timely fashion, such as
contributing as a source of documentation for systems development
Utilize the mapping of USMC to JDDA to reverse engineer potential mapping to
supporting systems/potential gaps

BEA

JDDA

Log OA

Plan Source Make Deliver Return

Plan Source Make Deliver Return

�

– 

�

– 
– 

�

– 

– 

�Accessibility: 
– Ability to locate, identify, and categorize architectures 

�Traceability: 
– Ability to justify funding for IT investment relative to DoD Models (BEA, JCA, etc.) 
– Ability to enable relevant, accurate capability based analysis 

�Accountability: 
– Ability to support  IT and systems development planning in a timely fashion, such as 

contributing as a source of documentation for systems development 
– Utilize the mapping of USMC to JDDA to reverse engineer potential mapping to 

supporting systems/potential gaps 

Figure 27: USMC and USTC Desired Capabilities From Federation 

5.1.2.1 Methodology 
As the Distribution Process Owner (DPO), USTC’s JDDA acts as a middle tier between 
the Log OA and the BEA within the context of 
distribution. To expedite federation, previous 
architecture alignment work between the 
JDDA and the Log OA was leveraged. The 
USMC-USTC pilot also benefited from that 
fact that both the Log OA and JDDA were 
developed based on the Supply Chain 
Operations Reference (SCOR) model. For the 
pilot, SCOR functioned as a Benchmark 
Reference Model, essentially a mechanism for 
quickly identifying and cross-referencing relationships among activities (Phase 2 of the 
process). Using SCOR as a translation layer, activities between the Log OA and JDDA 
were mapped and captured in a Federation Log (Appendix C).  Note that due to the scope 
and objectives of the pilot, semantic relationships were defined for the activity mappings. 

Log OA Federated 
to JDDA: 

� Facilitate alignment using 
SCOR 

� Provide insight into IT 
capabilities and touch points  

BEA 

JDDA 

Log OA 

Plan Source Make Deliver Return 

Plan Source Make Deliver Return Sys. Z 

Sys. Y 

Sys. X 

Sys. C 

Sys. B 

Sys. A 

Figure 28: Log OA Federated to the JDDA Using SCOR 

5.1.2.2 Outcomes 
As a proof of concept, the USTC-USMC pilot focused on federation’s ability to aid 
system and capability development.  Global Combat Support System – Marine Corps 
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(GCSS-MC) is the key IT enabler for logistics modernization in the Marine Corps.  With 
Block 1 scheduled for fielding in FY09, the GCSS-MC program is analyzing and 
prioritizing capabilities to target with the next increment.  Transportation and distribution 
are near the very top of the list for targeted capabilities, based on architecture gap-fit 
analysis of the IT portfolio and lessons learned from the field.   

By federating the Log OA to the JDDA, the Marine Corps has the ability to compare 
GCSS-MC functional requirements to the USTC and Joint systems that enable similar 
activities for another component. As a result, GCSS-MC can identify:  

�	 Where existing Joint systems may be leveraged to satisfy USMC 
requirements,  

�	 Where new capability development should be focused, and 
�	 Potential interfaces that will position GCSS-MC to interoperate in a Joint 

environment.  

Federation can also play a role downstream in the system development lifecycle.  By 
aligning the Log OA to the JDDA, USTC gains the visibility into the Marine Corps’ IT 
portfolio necessary to properly manage the Distribution Capability Portfolio.  The Marine 
Corps can also benefit from USTC’s increased visibility and situational awareness which 
enables feedback and collaboration earlier in the system development process.  With 
USTC’s involvement during system development, the Marine Corps can stand before 
GCSS-MC IRB reviews with additional confidence, knowing that the Distribution 
Capability Manager will act as an informed advocate, rather than a potential critic. 

While federation can clearly play a role in aiding system development, the USMC-USTC 
pilot also demonstrated its potential use as a mechanism to develop architecture.  Using 
the federation process proposed in this document, an alignment was developed from the 
lowest level activities of the Log OA to the lowest level activities of the JDDA.  From the 
corresponding Federation Log, it can be seen that a many-to-many relationship exists 
between the activities of the Log OA and JDDA.  In other words, a Log OA activity may 
map to multiple JDDA activities, and a JDDA activity may map to multiple Log OA 
activities.  Within the scope of this pilot, the many-to-many relationship indicates that the 
JDDA, even though it is the high-level or parent taxonomy, actually has greater level of 
detail than the subordinate Log OA. As a result, the USMC has the opportunity to 
rapidly expand the Log OA by adopting the more detailed activities of the JDDA at little 
to no cost. 

5.1.3 FORCEnet to the Warfighter Mission Area via JCA 
As part of the validation of the federation process, the second vertical federation effort 
was to test the feasibility of federation of a DON architecture to the Warfighter Mission 
Area. As such, the DON CIO team attempted to federate a portion of the FORCEnet 
activity model node tree to the Warfighter Mission Area using the Joint Capability Area 
(JCA) construct. The primary goals of this federation were to evaluate the JCA construct 
as a High-Level Taxonomy within the WMA, validate the feasibility of alignment using a 
DON architecture, discover any capability gaps or overlaps within the architecture as it 
relates to the WMA, and validate the DON federation process. 
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5.1.3.1 Methodology 
The FORCEnet Activity model node tree outlines the key activities associated with 
ISR/Battlespace Awareness, Command and Control/Decision Support, Communications 
and Network Infrastructure, Enabling the Net-Centric Environment, and Net-Centric 
Operations. All these concepts are represented within the JCA construct to some degree.  
For the pilot, the team chose to analyze the capabilities and activities of Net-Centric 
Operations as defined in the WMA OV-5 Activity Model and leveraged the latest JCA 
definitions as described by the J7 JECTD.  Using the DON Federation Process, the team 
conducted the analysis of the Net-Centric Operations portion of the FORCEnet 
architecture and semantically aligned to the Net-Centric Operations portion of the JCA 
construct. Figure 16 below demonstrates the mechanical process of semantically aligning 
the Net-Centric Operations portion of the FORCEnet architecture to the WMA.  The 
areas in yellow indicate a pairwise mapping between the activities of FORCEnet Net-
Centric Operations and the activities/capabilities represented in the WMA OV-5 for Net-
Centric Operations. Given the relative immaturity of the parent architecture, the ability 
to identify the strength of these mapping relationships was not possible at this time.   

It should be noted again that the WMA OV-5 version 1.0 is derived from the JCA 
construct among other documents.  The JCAs are currently going through a modification 
and review process that will reflect the latest changes.  The DON CIO team assumed that 
the next versions of WMA EA would contain these changes and align FORCEnet Net-
Centric Operations to the new JCA construct. 

DON Enterprise Architecture Federation Pilot Initiative  -- Final Report Page 51 



Figure 29: Mapping FORCEnet-Net Centric Operations to the Warfighter Mission Area via the 

JCAs 
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5.1.3.2 Outcomes 
Through our federation process, 70 percent of the capabilities desired by the JCA 
construct for Net-Centric Operations were semantically aligned.  The remaining 30 
percent of the key capabilities desired by the JCA construct (activities associated with 
Information Transport and Management of the Network) were not found.  The red boxes 
in Figure 26 demonstrate this information. This can be further evaluated using the 
Federation Log. However, it should be noted that the JCAs are not clearly defined or 
decomposed to a sufficient level that permits an outline of the strength of the semantic 
relationship as outlined in Phase 3. It is only known that a relationship exists.  Further 
analysis with stakeholders is necessary. 

Federation as a Quality Control Mechanism.  Understanding how well the FORCEnet 
architecture aligns to the capabilities desired as outlined in the JCA construct can 
demonstrate the effectiveness and reliability of an architecture product.  The 
demonstrated significance of this finding is that a key capability is missing in the 
FORCEnet architecture.  It can be reasonably stated that the FORCEnet architecture 
should initiate an update to its OV-5 activity model in order improve alignment with the 
capabilities outlined in the WMA.  By re-engaging stakeholders to confirm the results of 
this analysis and then making appropriate modifications to the existing architecture, the 
FORCEnet architecture would accurately represent all the capabilities as outlined in the 
JCA construct. As stated earlier, the WMA OV-5 is essentially the JCA construct in 
detail. 

JCAs as a High-Level Taxonomy for the WMA.  The current instances of JCAs are 
being further refined and developed at the time of this writing.  Although they serve as an 
excellent high level alignment mechanism, the JCAs currently lack the specificity (in 
terms of definitions) to support a more detailed analysis of each activity within the 
FORCEnet activity model.   

With the relatively mature BEA construct, the BMA is better positioned to implement 
federation at this time.  As outlined in the LOG OA to BEA federation example, the BEA 
contains both highly defined and detailed activities.  As a result, it was easier to 
determine a semantic relationship in terms of “part of,” “similar to,” or “equal to” as well 
as confirm accuracy in any analysis.  Thus, the more developed a reference architecture 
definitions and activities are, the better the federation will be in terms of accuracy.  
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6.0 SWOT with Quadrants 
SWOT is an acronym for the analysis to determine Strengths, Weaknesses, Opportunities 
and Threats (or, in our case, Jeopardies) for any given situation where a comprehensive 
summary is desired from initial analyses and pilots to help decide how best to proceed.  
In general, these four conditions are mapped on a quadrant so that all factors can be 
readily evaluated as a group. 

Strengths: These are positive features of the Repeatable Federation Process revealed by 
the pilot as the process was developed and then stabilized.  They are focused on the 
assured benefits that the process and even federation itself provides. 

Weaknesses: These are shortcomings that hinder the Repeatable Federation Process as 
discovered in exercising different scenarios to test the process.  They are items that 
detract from the benefits of federated architectures. 

Opportunity: These are action items that ought to be pursued to enhance and extend the 
Repeatable Federation Process as well as make DARS and federation results in general, 
more useful. 

Jeopardies (also known as Threats): These are circumstances that not only hinder, but 
likely derail the Repeatable Federation Process, or worse, allow development of incorrect 
or misleading federated architectures.  They are cautions that need to be fixed or 
mitigated. 

The Quadrant: The Quadrant in the Figure 27, “SWOT Analysis of the Repeatable 
Federation Process and Pilot,” shows the range of findings that were discovered during 
the federation pilot and the development of the Repeatable Federation Process.  This is a 
summary display of the features and findings of the pilot, discussed in the following 
section. Altogether, they represent a collective of baseline capabilities and shortcomings 
combined with roadmap items to improve the federation process as well as pitfalls to 
avoid in attempting to develop federated architectures using the Repeatable Federation 
Process or other processes. 
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Figure 30: SWOT Analysis of the Repeatable Federation Process and Pilot 
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7.0 	 Findings and Recommendations 
The following are the findings and recommendations resulting from the federation pilot. 

7.1 	 The Enduring Nature of Activities 
Activities are enduring features of an architecture and should serve as the basis for 
federation. Required capabilities, systems, technologies, and processes will change over 
time, but the basic activities will remain constant.  The primary DoDAF product that is 
needed to conduct a successful federation is the OV-5 activity model for both the 
candidate and the reference architecture.  Semantically aligning these OV-5’s is the first 
step toward successful federation. The definitions of these activities must be well 
developed in order to effectively semantically align the activities. 

Recommendation:  As the key artifact for federation, ensure that the development of 
any future OV-5 Node Trees inherit the minimum set of activities/capabilities from its 
parent architecture(s). Establish the necessary governance and oversight to ensure that 
this minimum effort is achieved. 

7.2 	 Lack of Architectures that can Serve as a Parent or 
Reference for Child Architectures 

Component level reference architectures are essential to federation and form a baseline 
for the development of subordinate (child) architectures.  These reference architectures 
link program or mission architectures with higher level architectures (e.g. BEA, WMA, 
EIEMA, etc). Without an authoritative reference architecture, establishing a relationship 
or alignment between architectures can be very difficult, if not impossible.  Currently, 
very few reference architectures exist within the DON, but their development could 
potentially save significant money while simultaneously improving architecture 
alignment and federation. 

Aligning Programs Directly to GIG Level Architectures: Aligning programs directly 
to the GIG has limited value.  It does not provide sufficient architectural detail to 
successfully federate, and it violates the concepts of tiered accountability because it 
bypasses the Component level architectures.  The Component level tiers are essential for 
developing additional details required for successful federation. It is impossible for a 
higher level architecture to outline all the activities at all levels.  As a result Component 
level architectures should align to the DoD level.  

Lack of Reference Architectures: Despite the lack of a well organized set of reference 
architectures, the pilot case architectures we evaluated were able to demonstrate 
alignment.  While this alignment was not perfect because these architectures were 
developed based on reference sources (e.g. NCOW-RM, SCOR, Doctrine), an observable 
alignment trend was identified. 

Recommendation: Initiate an effort to develop a core set of DON Level Reference 
Architecture OV-5 Activity Node Trees based on the current, relevant, and logical 
enterprise segmentation plans within the DON.   
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7.3 Immaturity of the Parent Architecture  
The JCAs serve as a strong candidate to align activities to the WMA.  However, the lack 
of detail in definitions of the JCAs makes semantic alignment difficult in terms of 
assigning a value to the activity (e.g. similar to/part of/equal to). Attempting to 
demonstrate semantic alignment between FORCEnet and the WMA proved difficult 
despite the fact that relationships could be found.  This was due in part to the relatively 
immature development of definitions of activities within the JCA construct.  
Additionally, the JCA construct is undergoing several changes and revisions.  Lastly, the 
JCAs are currently in a state of flux and revision.  It is likely that this will continue.  A 
more detailed decomposition of the WMA would facilitate a stronger alignment.  
However, there is a certain value in achieving just a pairwise mapping (Phase 2) without 
going into depth of Phase 3 as demonstrated in the federation pilot example.   

Recommendation:  With the relative maturity of the BEA and its decomposition, the 
Business Mission Area is better positioned to implement federation at this time. As this 
pilot did not evaluate federation to the EIEMA and IMA, it is unknown how feasible 
these architectures are for federation. 

7.4 Mission Area Overlap 
The four mission area activity models overlap in key areas.  For example, it is possible to 
align logistics to both the BEA and the WMA.  The same is true for certain aspects of 
Command and Control.   

As mentioned earlier, “one to many” or “many to many” relationships or situations are 
unwanted for federation as they impair clear line-of-sight from higher echelon enterprises 
down to the activities undergoing federation.   

With mission area overlaps, the number of “one-to-many” and “many-to-many” 
relationships will continue to grow. 

High Level Taxonomies used as a reference must eliminate as many redundancies among 
the mission areas as possible.  These taxonomies must be unique in order to facilitate a 
one to one alignment throughout the enterprise.   

Recommendation:  A collective decision among the DoD Mission Area COIs must be 
made to facilitate a “one-to-one” relationship or a “many-to-one” relationship. The DON 
CIO is uniquely positioned to influence the development and reconciliation of these 
overlaps in the architecture. As federation efforts continue to grow, the DON should 
provide a mechanism to collect feedback and provide this information to the WMA, 
BMA, and IMA to support the reconciliation of this overlap. 

7.5 Tiered Accountability 
The concept of Tiered Accountability is often overlooked or misunderstood in terms of 
federation. Many people tend to view federation as aligning their products (no matter 
where they are in the Enterprise) directly with the GIG.  The concept of Tiered 
Accountability provides the mechanism for a higher level architecture to outline all of the 
needed activities and capabilities required at its level.  It allows for the necessary 
autonomy of additional and unique development to occur at each subordinate tier.  The 
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principle requirement is that the minimum number of activities as defined in the tier 
above are inherited and reflected in the architecture.  It is essential that the higher level 
architecture provide a minimum amount of detail to the child architectures.  In terms of 
federation, the inherited detail should be a minimal set of “equal to” activities that satisfy 
some desired capability.  Child architectures begin development with this inherited set of 
activities and build additional detail as necessary. 

7.6 Federation Log as a Quality Control Mechanism 
The FedLog is an end-product of a federation effort, and can provide substantial 
information that can be leveraged and reused throughout the enterprise for all 
stakeholders in the federation effort. As architectures were evaluated using the federation 
log, obvious gaps and inconsistencies came to light.  The federation process also 
functions as a very good quality control mechanism.  The cross walking of activities 
between parent and child architectures works in an almost mathematical manner to 
expose gaps and inconsistencies. 

The examples of the FORCEnet to WMA pilot also demonstrate the potential use as a 
mechanism to control quality of architectures that have been developed.  In the case of 
the FORCEnet pilot, the strength and weakness of the FORCEnet architecture was 
demonstrated in terms of its ability to align to the capabilities desired within the JCA 
construct. By using the Federation Log, a simple analysis can demonstrate gaps, 
overlaps, and strengths. 

Recommendation: Ensure that a FedLog is created for all federation efforts.   

Recommendation:  Make Federation Log visible and searchable.  The Federation Log 
recommended as part of the DON-CIO Federation Pilot is a vital and valuable source of 
federation-related information that can support, even make possible, the goal of making 
DON, even DoD, architectures visible and discoverable. 

A service within DARS is needed that would upload Federation Log information as 
metadata into DARS and allow it to be searchable.  As with current metadata registration, 
this can be accomplished by creating a Web-based (through GIG AES) template 
containing metadata fields that capture Federation Log information.  Alternatively, an 
XML-formatted document template can be created whose XML tag/keyword content 
would be recognized and stored within DARS. 

A DARS user can then use either method to upload a Federation Log’s metadata in such a 
way that it would be searchable. This would facilitate searches for federated 
architectures and their federated activities. 

The following are the recommended descriptive keywords/fields associated with the 
Federation Log: 

� Federation Purpose 
o Federation Mandated (Yes/No) 
o Federation Mandated By Whom 
o Federation Mandated By What (Directive/Regulation/Order/Other) 
o Non-mandated Federation Purpose 
o Expected Federation Benefits 
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o	 Objective(s) (list) 
�	 Federated Architecture (Name & URL) 
�	 Reference Architecture (Name & URL) 
�	 Activity Mapping (from Federated Architecture to Reference 

Architecture) [List] 
o	 Activity Pairs 

�	 From-Activity Node # 
�	 From-Activity Name 
�	 To-Activity Node # 
�	 To-Activity Name 
�	 Federation Relationship Category 

•	 Similar To 
•	 Part Of 
•	 Equal To 
•	 No Relationship 

Until such metadata changes are made within DARS, the best way to make a Federation 
Log searchable when registering it is to include the above information in the Description 
field. 

7.7 	 Federation as a Mechanism to Develop Architecture 
Federation can clearly play a role in advancing the maturity of an architecture. The 
USMC-USTC pilot demonstrated its potential use as a mechanism to support architecture 
maturity and development.  Using the federation process proposed in this document, an 
alignment was developed from the lowest level activities of the Log OA to the lowest 
level activities of the JDDA. From the corresponding Federation Log, it can be seen that 
a many-to-many relationship exists between the activities of the Log OA and JDDA.  In 
other words, a Log OA activity may map to multiple JDDA activities, and a JDDA 
activity may map to multiple Log OA activities.  Within the scope of this pilot, the many-
to-many relationship indicates that the JDDA, even though it is the high-level or parent 
taxonomy, actually has greater level of detail than the subordinate Log OA.  As a result, 
the USMC has the opportunity to rapidly expand the Log OA by adopting the more 
detailed activities of the JDDA at little to no cost. 

7.8 	 Federation as an Aide to the System Development Life 
Cycle. 

By aligning the Log OA to the JDDA, USTC gains visibility into the Marine Corps’ IT 
portfolio necessary to properly manage the Distribution Capability Portfolio.  The Marine 
Corps can also benefit from USTC’s increased visibility and situational awareness which 
enables feedback and collaboration earlier in the system development process.   

7.9 	 Federation is not a Panacea for Poorly Designed 
Architecture 

The concept of federation and the processes underlying the concept remain poorly 
understood. In conversations and meetings with architecture stakeholders it quickly 
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becomes apparent that numerous perceptions exist.  A common misperception is that 
federation is an easy way out of developing detailed architectures.  Actually, the opposite 
is true; high-quality federations can not be constructed without accurate and detailed 
architectures at all tiers of the DON and DoD.  It is simply not possible to federate two 
poorly constructed architectures (garbage in equals garbage out) and create anything 
meaningful from the effort.  As mentioned earlier, federation can serve as a quality 
control mechanism and development mechanism for past, present, and future 
architectures within the enterprise. Some architectures may need to be modified or 
corrected when alignment is not achievable.  This is particularly true with the “one to 
many” or “many-to-many” situations.  Under these situations revision or a further 
decomposition of the activity is required. 

7.10 Definitions for Semantic Alignment 
The definitions of semantic alignment as outlined in the GIG Federation Strategy (e.g. 
similar to, part of, or equal to) are limiting and should be improved.  While these 
definitions are appropriate, they lack granularity and do not adequately explain the 
nuances frequently associated with an architecture activity.   

The semantic alignment provided in the GIG Architecture Federation Guidelines is 
difficult to implement and federation might not produce the desired results.  The 
definitions of the semantic relationships, while specific, create unnecessary complexity 
and ambiguity.  For instance, the “part of” classification of semantic relationships creates, 
in practice, too broad a requirement to include other activities that “complete the goal” of 
the high-level activity. This introduces unwarranted complexity by adding redundancy 
when all the activities that meet this requirement are collected together.  In addition, the 
need to “complete the goal” too often leaves potentially valid “part of” semantic 
relationships orphaned if other activities are not identified to make a full set that 
“completes the goal” of the high-level activity. This results in making the relationship 
undervalued as just “similar to.” 

Recommendation:   From the trial runs of the Repeatable Federation Process, we 
discovered that it would be better to employ the BEA Mapping Relationships instead of 
those from the GIG Architecture Federation Strategy. Accordingly, our recommendation 
would be to modify those definitions in the semantic alignment provided in the GIG 
Architecture Federation Strategy to align with those from the BEA as stated below. 

Mapping 
Relationship 

Equivalent To 

Description 

The two architectural elements 
being compared are the same. This 
means that the names may not be 
exactly the same but the two items 
mean the same thing. 

Example 

Activity X of BEA is being 
mapped to activity Y of a 
Component. The names 
of the two activities are 
not the same but, after 
looking at the definitions, 
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Mapping 
Relationship 

Description 

Same scope, same content 

Example 

they mean the same 
thing. They use the same 
inputs, have the same 
controls applied to them, 
and produce the same 
outputs. 

NOTE: mechanisms used 
to perform the activity do 
not have to be the same). 

Part Of The two architectural elements 
being compared have an 
ordinate/subordinate type of 
relationship 

Different Scope, Same Content 

Activity X of the BEA is 
being compared to activity 
Y of a Component. 
Activity X of the BEA has 
5 inputs and produces 3 
outputs. The Component 
activity is not equivalent 
to the BEA activity but 
can be mapped to a sub-
activity of the BEA 
activity. Therefore, the 
Component activity 
shares only two of the 
inputs and 1 of the 
outputs with the BEA 
activity X. 

Similar To The two architectural elements 
being compared cannot be 
assessed as “Equivalent To” or 
“Part Of” but do share some degree 
of commonality. 

Different but similar scope and/or 
different but similar content 

Activity X of BEA is being 
compared to activity Y of 
a Component. The two 
activities have different 
names and definitions 
that are somehow related 
but do not share the same 
inputs. 

Unable To Be 
Mapped 

No relationship can be established There is no capability 
and/or activity in the BEA 
to which the Component 
capability and/or activity 
can be mapped. 

DON Enterprise Architecture Federation Pilot Initiative  -- Final Report Page 61 



Mapping 
Relationship 

Description Example 

Reasons: 

There is a gap in the BEA 

The capability and/or 
activity is outside the 
BEPs 

Represents a technical 
capability in support of a 
business function 

The capability and/or 
activity crosses mission 
areas. 

Figure 31: BEA Mapping Relationships 

7.11 DOD Architecture Repository System (DARS) 

7.11.1 	 Ability to locate Architecture documents in DARS is limited 
Architecture document search/discovery is limited by a simple string search capability in 
DARS. Such documents can be searched for and found if, for example, the architecture 
type, such as OV-x or SV-x, and/or the architecture name (such as a program name) was 
entered in the architecture document Title or Description metadata fields. 

7.11.2 	 Limitations of current DoD Data Metadata Specification (DDMS) 
search fields used in DARS to register Architecture documents: 

The search capability in DARS is a word-matching string search using “of”. There is a 
lack of ability to do a focused search other than through specific document content 
information embedded in the description metadata field filled in during document 
registration. Specific search fields for an “advanced” search, for example, of registered 
DDMS fields, are missing. 

Specific activities and other architecture elements, such as data entities/attributes or 
object classes/elements/methods, are not searchable, inhibiting discovery of relevant 
architectures. XML templates specific to OV and SV documents are missing, thus 
limiting the ability to capture architecture artifact content as tagged metadata in DARS.  
If such information were captured, it would be specifically searchable, such as a 
particular activity or activity name containing a particular keyword. 

7.11.3 	 Lack of DODAF compliance of Architecture documents in DARS 
There is no governance of or verification that DoDAF standards are being met for 
allegedly DoDAF-compliant documents being uploaded or registered in DARS.  Any 
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type of document (some are DoDAF products; some or not), regardless of content, can be 
uploaded/registered by an authorized user. This severely limits the usefulness of such 
documents and creates major gaps in architecture information.  As a result, architecture 
search/discovery is negatively impacted. 

Such checking and validation is currently done through automated systems in SADIE and 
NARS, or they are being developed for those systems.  Note that SADIE and NARS are 
architecture development environments/ repositories, not metadata registries as DARS is. 

7.11.4 	 Inability to align architecture elements, such as activities, to 
Reference Architectures 

There is no facility to align activities in a lower-level architecture to activities in a higher-
level reference architecture, as is being recommended in this report.  Currently, when 
entering metadata for a document being uploaded or registered, DARS only allows the 
user to align a document to a mission area using a DoD-provided list of process activities 
(organized by mission area).  These process activities do not necessarily match or relate 
to any activities found in a particular architecture. 

Recommendation:  Utilizing the recommended federation information in the DARS 
Architecture Registration Metadata Template and the recommended Federation Log, the 
following searches are recommended to make federated architectures and their activities 
visible: 

1.	 Search for Aligned Architectures 
Provide a search option for a DARS user to search for architectures that are 
aligned to the specified as the search parameter.  If the specified architecture has 
been aligned in DARS to a reference architecture, DARS can search for, and 
report, other architectures aligned to that same reference architecture.  This 
creates the visibility of architectures called for by the GIG Architecture 
Federation Strategy. 

This can easily be achieved if Federation Logs, as recommended, have been 
registered in DARS with their description metadata field containing the name of 
the federated architecture (labeled as such) and the name of the reference 
architecture (labeled as such).  DARS would then be able to search the description 
fields of the Federation Logs and return search results of aligned architectures. 

2.	 Search for Aligned Architecture Activities 
Provide a search option for a DARS user to search for architecture activities that 
are aligned to an architecture/activity specified as the search parameter.  This can 
be achieved, for example, by capturing (in DARS) activity mapping information 
between an architecture and its reference architecture described in (proposed) 
Federation Logs. If the specified architecture/activity has been aligned in DARS 
to a reference architecture’s activity, DARS can search for and report other 
architecture activities aligned to that same reference architecture activity.  This 
creates the visibility of architecture activities called for by the GIG Architecture 
Federation Strategy. 
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Recommendation:  Use an automated tool suite to align activities. It may be possible 
to leverage a tool suite that can facilitate the alignment process at the activity level.  Both 
the NARS and SADIE teams have indicated that they have this capability.  It has not 
been tested in the context of our federation effort; however, the federation process is 
neutral as to the method of alignment used (automated or manual).  An effective 
automation tool could expedite the alignment process. 

7.12 All View (AV-1) Information 
AV products provide overarching descriptions of the entire architecture and define the 
scope and context of the architecture. The AV-1 provides the summary and overview 
information as well as additional information concerning the architecture effort.  
Although not required for federation, the AV-1 is the critical initial document for any 
architecture effort and plays a large future role in the DARS search and discovery 
methodology. 

7.12.1 	 Assessment of AV-1 Artifacts in the DON EA 2007 Management 
View 

The current DON AV-1s, found on the EA 2007 web site, were assessed regarding their 
completeness as standard DoDAF Av-1s.  A comparative analysis was then done of the 
AV-1s against the AV-1 architecture registration metadata template being developed 
within the DARS Federation Workshops (see section 3.7.5 DARS Template as A Means 
for Discovery). The actual analysis can be found in Appendix A, “Analysis of EA 2007 
AV-1s Vice DARS Architecture Registration Metadata Template.” 

There is a wide variance of AV-1 products in terms of length and adherence to DoDAF 
standards. Some products are too broad and some too detailed for effective product 
overview. 

�	 Products vary in Length: Some products are three pages while others are 
over 200 pages. 

�	 Products vary in Completeness:  Some products closely follow the 
DoDAF 1.5 standards for AV-1s and others do not. 

�	 Products vary in Repository Location: The location of products vary 
greatly; some are located on small servers within a specific organization 
while others can be found in DARS, SADIE, and other repositories.   

�	 Products vary in Format:  Format for the AV-1 information can range 
from standard EA product suites such as System Architect or Metis 
Architect to Microsoft Visio and Word 
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All current and future AV-1 products can facilitate future search and 
discovery if they are constructed to provide the information outlined 
in the DARS metadata template. The details of the type of 
information needed are outlined in the Appendix B. 

Recommendation:  Establish an AV-1 evaluation team at the DON CIO level to 
ensure that all past, present, and future AV-1s are developed properly and fit the DARS 
metadata template.  The current AV-1s, as described in the DON EA Management view, 
vary widely in terms of format, content, length, and completeness.  Any future 
architecture development must have an APPROVED AV-1 that ideally follows the 
content template developed by the DARS working group.  The information from this AV-
1 should be uploaded into the DARS registry via SADIE following the metadata format. 

7.13 DARS Architecture Registration Metadata Template 
The DON CIO Pilot Team has been participating in DARS Federation Workshops during 
the DON CIO Federation Pilot.  Part of the work done within those workshops was the 
development of an AV-1-like template to be used to register DoD architectures in DARS.  
As a part of that effort, workshop participants were asked by the DARS team to evaluate 
and prioritize the elements of the template developed to date.   

The DON CIO Pilot Team submitted their recommendations, which can be found in 
Appendix B, “Content Recommendations to the DARS Team for the DARS Architecture 
Registration Metadata Template.”  As the DON develops and finalizes its enterprise 
segmentation and taxonomy, this information must be provided to the DARS metadata 
template for incorporation into the DARS Registry in order to facilitate a successful 
DON-specific search and discovery. 

Recommendation:  Incorporate recommendations to the DARS Metadata Template to 
enhance future discovery of artifacts. 

7.14 Federation as a Road to Integration 
As discussed in section 2.4, federation can be used as a mechanism for developing an 
integrated EA.  As shown in the USMC-USTC pilot (section 5.3.2), federation provides 
an opportunity to re-use existing content to rapidly develop or expand an architecture.  In 
general, federation’s ability to link disparate architectures and make their content 
accessible allows emerging EAs to leverage existing efforts.  However, before an 
enterprise can leverage federation to build an integrated EA, an initial level of effort is 
required, similar to how a transportation infrastructure must be built before one can drive 
from point A to point B.  In a sense, federation can be thought of as building highways to 
travel from one city, or integrated EA, to another.  Existing cities can offer valuable 
examples, operating procedures, and blueprints to assist emerging cities.  That 
collaboration requires a medium, in this case a highway, built from one city to another.  
In the same way, leveraging federation to build an integrated architecture requires an 
initial set of highways to be built among existing EAs. Aligned activities act as the 
highways themselves.  These highways act as entry points to the architectures, which if 
properly integrated, can allow one to take an off-ramp from the activities to explore 
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additional aspects such as information exchanges and enabling technologies.  Along the 
way, metadata tags, containing information such as semantic relationships and 
descriptions of the architectures, act as road signs to guide navigation to the desired 
destination. Throughout the federation experience, architecture services provide the 
vehicle to explore these roadways and signs. 

While the federation infrastructure is built over time, there are concepts of federation that 
can assist in developing DON EAs.  Initially, the FRM can facilitate the development of 
an EA by providing an accurate view of the DON architecture landscape to minimize 
redundancy and ensure an appropriate scope.  The tiered accountability and segmentation 
represented in the FRM can guide a new EA to target gaps in architecture.  Similarly, the 
FRM can give an EA a sense for which architecture efforts may have related content that 
could be re-used, even if that data gathering and coordination must be done manually 
until the federation infrastructure is more developed.  A DON-level Functional Area 
Manager (FAM) can look above to adopt common activities and objects from the mission 
areas (i.e. BEA) and then look below to existing mission and program architectures for 
DON-specific extensions. 

Recommendation:  The DON CIO appears to have already taken a first step towards 
building the necessary federation infrastructure by initiating the development of segment 
architectures with the FAMs. After initial development, the FAMs should execute the 
federation process for their respective EAs.  As a result, DON CIO would be in a position 
to build a DON-level EA by leveraging the existing architectures and clearly defining the 
touch points between the FAMs. 

Recommendation:  Key Steps to an Integrated Enterprise Architecture 

Step 1 Step 2 Step 3 Step 4 

Segment the 
DON Enterprise 
Into Logical & 
Manageable 

parts 

Build and Align key 
DON 

Level Architectures 
Based on 

Segmentation and 
Tiered Accountability 

Build and Align 
Mission Level 
Architectures 

specific to 
the DON Mission 

Align Key Program 
and System 

Architectures to the 
activities represented 
in the DON Level and 

Mission Reference 
Architectures 

Figure 32: Federation as a Road to Integration 

�	 Step 1: Segment the DON enterprise into logical and manageable parts.  
�	 Step 2: Build out key DON level architectures (C2, logistics, Fires) that 

align to the GIG Mission Areas based on the segmentation of the DON 
enterprise and federate those existing architectures. 

�	 Step 3: Build out mission level architectures specific to the DON mission 
(Navy and Marine Corps) 

�	 Step 4: Align key program/system architectures to the activities 
represented in the reference architectures and reconstruct architectures as 
needed 
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As several efforts are currently underway to develop Step 1 of this recommendation, the 
second step, building reference architectures, is needed.  The DON should specify and 
prioritize capabilities desired and the subsequent segments in order to focus its efforts.  
As an example, the Marine Corps developed an extensive Logistics Architecture (LOG 
OA) and the Navy N4 logistics architecture is currently being developed.  These 
architectures are mapping directly to the BEA.  The DON needs to develop a DON level 
architecture for logistics that is linked to the WMA and BMA.  DON architecture efforts 
lack a DON level reference architecture that could act as a referencing bridge between the 
two services, ensuring interoperability and alignment where it is arguably needed the 
most. 

Figure 33: Navy and Marine Corps (n) Program Architectures 
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8.0 Glossary of Terms 

Note: Several specific terms used in the federation process are defined in Section 2 of 
this report. The following glossary of terms is to be used to enhance or compare 
definitions already stated in Section 2. 

Term Definition 

Tiered Accountability In the September 2006 version of BMA Federation 
Strategy and Roadmap document, DoD addresses 
responsibility for the production of architecture at each 
layer of the DoD enterprise. Each tier – Enterprise, 
Component, and Program – has specific goals, as well 
as responsibilities to the tiers above or below it. 
Consequently, under Tiered Accountability (TA), each 
existing architecture remains substantially autonomous, 
yet inherits certain rules, policies, procedures, and 
services from higher level architectures and provides 
various services (and imposes roles on) tiers below. In 
this way, the federation recognizes the need for 
autonomy but ensures linkages and alignment of 
architectures from the Program level up to the Enterprise 
level. It is important to note that, although the federation 
is depicted as having defined tiers of Enterprise, 
Component, and Program, there are cases where a 
Component, via Title 10 for example, has the authority to 
define or oversee enterprise-wide policies, procedures 
and standards or to own an enterprise-wide solution. 

Operational Activity The operational work component(s) (a step 
accomplished) in a process needed to accomplish an 
operational mission or task. Operational activities are 
described as nouns. Activities are the things or steps 
that occur in a process (e.g.  Find, fix, track, ID). 
(Derived from DoDAF ver 1.0) 

System Function The action or work performed by a system or systems 
(hardware, and/or software) to support, aid, or enable 
activities in satisfying operational mission requirements.  
System functions are described by verbs (e.g. sense, 
command, act) or action words or phrases. 

Ontology The science of existence.  An ontology is a formal 
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specification of the entities (and their inter-relationships) 
that exist in a domain of interest.  A formal specification 
is a rigorously defined set of terms used to denote the 
entities of the domain and the relationships between the 
entities denoted by those terms.  The present domain of 
interest is the NCE. The Ontology Web Language 
(OWL) is the formal language being used to specify the 
Reference Model. (Derived from NCOW Reference 
Model) 

Taxonomy The science of classification.  A taxonomy is a specific 
classification of entities (in a domain of interest) based 
on an ordering imposed by the “is-a-type-of” (or “is-a-
member-of”) relationship. A taxonomy consists of a set 
of taxa – categories. The set of taxa form a hierarchy (a 
“tree”). Each level – formally called a rank – of the 
hierarchy is usually given a name.  The set of taxon 
names (or categories) is the classification.  The levels (or 
ranks) establish the “is-a-type-of” relationship among the 
taxonomy. A taxonomy of a domain can be derived from 
an ontology of that domain by selecting all entities of 
interest that stand in an “is-a-type-of” relationship to one 
another. A taxonomy can also be developed 
independently of any explicit ontology for a domain of 
interest and only later incorporated into an explicit 
ontology of the domain. (Derived from NCOW Reference 
Model) 

Assured (Information 
and Services) Sharing 

The ability to securely share information with those who 
need it, when and where they need it, as determined by 
operational need and an acceptable level of security risk.  
An interaction that takes place between two or more 
entities in the information domain that includes five 
fundamental dimensions: privacy, availability, integrity, 
authenticity, and non-repudiation.  Taken together, these 
attributes describe a system that users can trust.  (NSA 
Information Assurance Directorate, Information 
Assurance Component of the Global Information Grid 
Architecture Version 1.0; Alberts, David S., 
Understanding Information Age Warfare) 

Capability Interface The mechanism (systems and services) and associated 
processes that allow the operational user to interact with 
the net-centric environment (NCE).  A Capability 
Interface provides the means for the operational user to 
access services and net-centric information assets using 
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infrastructure. (Derived from multiple sources) 

COI Services: The subset of GIG Enterprise Services (GES) that 
provides mission/business processes, creates 
mission/business content, and/or implements 
mission/business policies. Examples of COI services 
are Air Tasking Order services, Blue Force Tracking 
services, and payment processing services. COI 
services may or may not be accessible to all GIG users, 
but they must be made visible and known to all 
enterprise users. Accordingly, COI Services are a 
proper subset of GES. (GIG Enterprise Services 
Strategy [Draft], August 8, 2005) 

Community of Interest: Collaborative groups of users who must exchange 
information in pursuit of their shared goals, interests, 
missions, or business processes and who therefore must 
have shared vocabulary for the information they 
exchange. (DoD Net-Centric Data Strategy; and DoDD 
8320.2, Data Sharing in a Net-Centric Department of 
Defense, December 2, 2004) 

Compliance Acting according to an order, set of rules, or common 
criteria. The “acting” in the definition is the development 
of program documents, including supporting integrated 
architectures that support the development of net-centric 
capabilities through the Joint Capability Integration 
Development System (JCIDS), Planning, Programming, 
Budgeting, and Execution (PPBE), and defense 
acquisition processes.  The Reference Model provides 
the “common criteria” in the definition.  Compliance with 
the Reference Model means that program documents 
incorporate and demonstrate, as applicable, the 
concepts, characteristics, goals, and attributes of the key 
transforming strategies integrated and depicted in the 
Reference Model. (International Compliance Association 
[www.int-comp.org]; and National Institute of Standards 
and Technology Common Criteria Evaluation and 
Validation Scheme [www.nist.gov]) 

Compliance 
Assessment Process 

A process used to determine the degree to which 
program documents comply with the Reference Model 
and the net-centric strategies described and integrated in 
the Reference Model. The results of the assessment 
process are one factor in the decisions related to 
programs, projects, and initiatives, and other capability 
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development efforts during the JCIDS, PPBE, and 
Defense Acquisition processes.  (Derived from multiple 
sources) 

Core Enterprise 
Services 

The subset of GES that is minimally necessary to 
provide the common information environment 
infrastructure to maximize the sharing, reuse and 
interoperability of services, and to facilitate sharing and 
interoperability of data within DoD's heterogeneous, 
distributed network environment.  Alternatively stated, 
CES provide the necessary technical infrastructure to 
enable a DoD Service Oriented Architecture (SOA).  
CES provide foundational information service capabilities 
for the GIG. All CES will be designed and scaled for use 
by all GIG users. CES may be centrally implemented, 
distributed, or federated. Examples of CES are service 
discovery services, user authentication services, and 
network status reporting services. CES may be 
developed and provided by any organization in the 
Department. The Net-Centric Enterprise Services 
(NCES) program is only one example of a program that 
is intended to provide some of the CES.  (GIG Enterprise 
Services Strategy [Draft], August 8, 2005) 

Discoverable The degree to which knowledge and data resources can 
be detected and identified by consumers.  (DoD CIO 
Memorandum, Net-Centric Program Assessment, July 
2004) 

DoD Information 
Technology Standards 
Registry (DISR) 

The DISR provides DoD systems with the basis for 
seamless interoperability. In DISRonline, the Joint 
Technical Architecture (JTA) document was parsed and 
populates an Oracle database that serves as the back-
end repository for all of the web-based applications.  It 
defines the DISR services and standards applicable to 
all DoD information technology (IT) systems.  The DISR 
is mandated for the management, development, and 
acquisition of new or improved IT systems throughout 
DoD. Standards and guidelines in the DISR are stable, 
technically mature, and publicly available.  
(https://disronline.disa. mil/ a/ DISR/ index.jsp) 

Enterprise Architecture An integrated framework for evolving or maintaining 
existing information technology and acquiring new 
information technology to achieve the agency's strategic 
goals and information resources management goals. 
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Enterprise architecture is the explicit description and 
documentation of the current and desired relationships 
among business and management processes and 
information technology.  (40 U.S.C. 1425) 

Enterprise Information 
Environment (EIE) 
Mission Area 

The EIE Mission Area (EIEMA) portfolio enables the 
functions of the Warfighter, Business, and related 
National Intelligence mission areas, and encompasses 
all communications, computing and core enterprise 
service systems, equipment, and software that provide a 
common information capability or service for enterprise 
use. EIEMA is the DoD portfolio of programs, projects, 
and systems that deliver and assure the enterprise 
information environment. (DoD CIO Memorandum, 
Enterprise Information Environment Mission Area 
[EIEMA] Domain Owner Designations, July 14, 2004) 

Global Information 
Grid (GIG) Enterprise 
Services 

The aggregate of the Core Enterprise Services and 
Community of Interest services.  (GIG Enterprise 
Services Strategy [Draft], August 8, 2005)   

GIG Enterprise 
Services Strategy 

The GIG Enterprise Services Strategy (under 
development) is based on a service-oriented approach. 
The Strategy focuses on services that are loosely 
coupled to systems and supports the transformation from 
a platform-centric (or system-centric) environment to the 
NCE. (GIG Enterprise Services Strategy Working 
Groups and Service-Oriented Architecture Development 
Groups) 

Global Information 
Grid (GIG) 

The globally interconnected, end-to-end set of 
information capabilities, associated processes, and 
personnel for collecting, processing, storing, 
disseminating, and managing information on demand to 
warfighters, policy makers, and support personnel. The 
GIG includes all owned and leased communications and 
computing systems and services, software (including 
applications), data, security services, and other 
associated services necessary to achieve Information 
Superiority. It also includes National Security Systems 
as defined in section 5142 of the Clinger-Cohen Act of 
1996). The GIG supports all Department of Defense, 
National Security, and related Intelligence Community 
missions and functions (strategic, operational, tactical, 
and business), in war and in peace. The GIG provides 
capabilities from all operating locations (bases, posts, 
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camps, stations, facilities, mobile platforms, and 
deployed sites).  The GIG provides interfaces to 
coalition, allied, and non-DoD users and systems.  (The 
GIG) includes any system, equipment, software, or 
service that meets one or more of the following criteria: 
transmits information to, receives information from, 
routes information among, or interchanges information 
among other equipment, software, and services; 
provides retention, organization, visualization, 
information assurance, or disposition of data, 
information, and/or knowledge received from or 
transmitted to other equipment, software, and services; 
or, processes, data, or information for use by other 
equipment, software, or services.  Non-GIG IT: Stand-
alone, self-contained, or embedded IT that is not and will 
not be connected to the enterprise network. (DoD 
Directive 8100.1, Global Information Grid [GIG] 
Overarching Policy, September 19, 2002 [Certified 
Current as of November 21, 2003]) 

The GIG is the construct for organizing, managing, and 
transforming IT in the DoD, and includes IT capabilities, 
portfolio management, policy, governance, funding 
strategies, and architecture. 

Information Assurance 
(IA) 

Measures that protect and defend information and 
information systems by ensuring their availability, 
integrity, authentication, confidentiality, and non-
repudiation. This includes providing for restoration of 
information systems by incorporating protection, 
detection, and reaction capabilities. (DoDD 8500.1) 

Information 
Technology (IT) 

Any equipment, or interconnected system or subsystem 
of equipment, that is used in the automatic acquisition, 
storage, manipulation, management, movement, control, 
display, switching, interchange, transmission, or 
reception of data or information by the Executive 
Agency. This includes equipment used by a DoD 
Component directly, or used by a contractor under a 
contract with the DoD Component, which requires the 
use of such equipment, or requires the use, to a 
significant extent, of such equipment in the performance 
of a service or the furnishing of a product.  (DoDD 
4630.5) 

Information Support The Information Support Plan (ISP) provides a means to 
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Plan (ISP) identify and resolve implementation issues related to an 
acquisition program's IT and NSS information 
infrastructure support and information interface 
requirements. It identifies IT and information (including 
intelligence) needs, dependencies, and interfaces for 
programs in all acquisition and non-acquisition 
categories, focusing on net-readiness, interoperability, 
information supportability, and information sufficiency 
concerns. (DoDI 4630.8) 

Integrated Architecture An architecture consisting of multiple views or 
perspectives (Operational View, Systems View, and 
Technical Standards View) that facilitates integration and 
promotes interoperability across family of systems and 
system of systems and compatibility among related 
architectures. (DoD Architecture Framework Vol. 1, 
August 15, 2003) 

Lexicon The special vocabulary (terms and definitions) of a field 
of study. (Webster’s New World Dictionary of the 
American Language, 2nd College Edition)  The 
Reference Model field of study is net-centric operations 
and warfare. 

Metadata Metadata is descriptive information about the meaning of 
other data. Metadata can be provided in many forms, 
including XML. (DoD Net-Centric Data Strategy, May 9, 
2003) 

Mission Area A defined area of responsibility whose functions and 
processes contribute to accomplishment of the mission.  
(DepSecDef Memorandum, Information Technology 
Portfolio Management, March 22, 2004) 

Net-Centric Operations 
and Warfare (NCOW) 
Reference Model 

The NCOW Reference Model is the integrated depiction 
and normalized description of the key strategies that will 
enable Department of Defense (DoD) transformation to 
and operations in the NCE. In addition, the Reference 
Model is: a depiction of future NCE capabilities; a 
description of NCE functions, services, and technologies; 
a tool for capability developers, program managers and 
their technical staffs, information technology (IT) 
architects, program and budget planners, and program 
oversight authorities; a depiction of the scope of the 
NCE; and, a basis for developing net-centric compliance 
criteria and the foundation for Reference Model 
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compliance. (OASD[NII]/DCIO/A&I Director Guidance, 
August 2002) 

Net-Centric Data 
Strategy (NCDS) 

The DoD Net-Centric Data Strategy describes the vision 
for managing and sharing data in the NCE. 
Fundamental net-centric concepts compel a shift to a 
“many-to-many” exchange of data, enabling many users 
and applications to leverage the same data – extending 
beyond the previous focus on standardized, predefined, 
point-to-point interfaces. (DoD CIO, Department of 
Defense Net-Centric Data Strategy, May 9, 2003) 

Net-Centric Enterprise 
Services (NCES) 

An acquisition program that identifies, develops, and 
implements GIG core enterprise services (CES).  GIG 
CES include application, discovery, user assistant, 
collaboration, storage, mediation, messaging, enterprise 
service management, and information 
assurance/security. (DoDI 4630.8) 

Net-Centric 
Environment (NCE) 

The NCE is a framework for full human and technical 
connectivity and interoperability that allows all DoD users 
and mission partners to share the information they need, 
when they need it, in a form they can understand and act 
on with confidence, and protects information from those 
who should not have it. (Net-Centric Environment Joint 
Functional Concept Version 1.0, April 7, 2005) 

Net-Ready Key 
Performance 
Parameter (NR-KPP) 

The Net-Ready Key Performance Parameter (NR-KPP) 
assesses net-readiness; information assurance 
requirements; and both the technical exchange of 
information and the end-to-end operational effectiveness 
of that exchange.  The NR-KPP consists of measurable 
and testable characteristics and/or performance metrics 
required for the timely, accurate, and complete exchange 
and use of information to satisfy information needs for a 
given capability. The NR-KPP, documented in Capability 
Development and Capability Production Documents, is 
used in analyzing, identifying, and describing IT and 
NSS interoperability, and test strategies in the Test and 
Evaluation Master Plan.  (DoDI 4630.8) 

Operational Model As used in the NCOW Reference Model, an operational 
model is the organization of related activities, functions, 
and processes to describe essential operations of the 
NCE and to describe essential elements of the key 
transforming strategies in an operational context. The 
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Reference Model’s Operational Models differ from 
DoDAF activity models by combining human and non-
human activities with service and system processes and 
functions. (Derived from multiple sources, including 
Institute for Defense Analyses presentation to 
OASD[NII]/DCIO/A&I GIG Architecture Project Officer, 
June 9, 2003) 

Reference Model A reference model is a framework for understanding 
significant relationships among the entities of an 
environment, and for the development of consistent 
standards or specifications supporting that environment.  
A reference model is an abstraction of the key concepts, 
and their relationships, of an environment.  Generally, it 
provides a means to present the essential objects, 
relationships, and processes associated with the concept 
being modeled. (Proceedings of the 9th Annual Federal 
Depository Library Conference, October 2000)  

The key terms related to reference models in general 
are: concepts, entities (objects), processes, 
relationships, and environment. The NCOW Reference 
Model addresses the concepts, entities, processes, and 
relationships associated with the Net-Centric 
Environment (NCE). 

Scalability A scalable system is one that can easily be altered to 
accommodate changes in the amount of users, 
resources, and computing entities affected to it.  
Scalability indicates the capability of a system to 
increase performance under an increased load when 
resources (typically hardware) are added.  A system 
whose performance improves after adding hardware, 
proportionally to the capacity added, is said to be a 
scalable system. (http://en.wikipedia.org/wiki/Scalability) 

Service A service, in the context of the Reference Model, is: a 
self-contained, stateless function with a well-defined 
interface that allows discovery and use of the service; a 
functionality (function or combination of functions) that 
supports the production, sharing, and consumption (use) 
of data, information, or other services; a functionality that 
accepts one or more requests and returns one or more 
responses, independent of the state of other functions or 
processes; an exposed functionality with three 
properties: the interface contract to the service is 
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platform independent; the service can be dynamically 
located and invoked; and, the service is self-contained (it 
maintains its own state). (Derived from multiple sources, 
including Enterprise Integration and Web Services – 
Simplified, Tier1 Innovation, 2003; Service-Oriented 
Architecture, by Michael Stevens, developer.com; and 
Best Practices of SOA by Forrester Research and varied 
SOA material from IBM) 

(Note: The GIG Enterprise Services Strategy (Draft), 
August 8, 2005, defines information service as follows:  
Any capability available to a GIG user, human or 
machine, that is provided by another software program, 
agent, or other entity on the GIG.  A service is a function 
that is well defined, self-contained, and generally does 
not depend on the context of, or support from, other 
services. A service is defined at the endpoint (i.e., the 
service delivery point) of a connection (physical or 
logical), and utilizes the underlying information 
technology and transport system to deliver the offered 
capability.) 

Service-Oriented 
Architecture 

A Service-Oriented Architecture represents a collection 
of services on a network that communicate with one 
another. It is any architecture that can be decomposed, 
on a logical level, into three categories of components: a 
service, a provider of the service, and a consumer of the 
service. SOA addresses three roles and three 
operations. The three roles are the service producer 
(provider), the service consumer (requester), and the 
service registry. The objects acted upon are the service 
and the service description, and the operations 
performed on these objects are publish, find, and bind.  
(Service-Oriented Architecture, Tarak Modi, March 29, 
2004 [http://www. javaworld. com/ 
weblogs/javadesign/archives/000130.html]) 

Service-Oriented 
Processes 

Key processes that are encompassed in SOA 
operations.  A service producer (provider) creates a 
service and its definition, and publishes the service by 
posting service metadata in a service registry. Once a 
service is published, a service consumer (requester) 
finds the service using a standard interface to search 
and locate the service in the service registry. The 
registry provides the service consumer (requester) with a 
service description and a locator pointing to the service. 
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The service consumer (requester) uses this information 
to directly bind to the service and invoke it. (Derived 
from multiple sources, including Enterprise Integration 
and Web Services – Simplified, Tier1 Innovation, 2003; 
Service-Oriented Architecture, by Michael Stevens, 
developer.com; and Best Practices of SOA by Forrester 
Research and varied SOA material from IBM) 

Spectrum 
Management 

Spectrum management is the process that allows the 
maximum number of people to use a very limited 
resource. This resource, "Electromagnetic Spectrum" 
(EM), is also called the Radio Frequency (RF) spectrum. 
Spectrum management is accomplished by spectrum 
engineering, spectrum monitoring, and spectrum 
assignment to ensure pure spectrum availability.  
Spectrum users may be separated by frequency, 
location, and/or time. 
(http://www.yuma.army.mil/frequency%20management% 
20office/about. html) 

Taxonomy Laws and principles covering the classifying of objects; a 
system of arranging related groups based on some 
factor common to each. (Webster’s New World 
Dictionary of the American Language, 2nd College 
Edition) 

DON Enterprise Architecture Federation Pilot Initiative  -- Final Report Page 78 



9.0 	 Appendix A: Analysis of EA 2007 AV-1s Vice DARS 
Architecture Registration Metadata Template 
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Project 
Identification 

Project [or Program] Name Text X X X X X X 

Project [or Program] 
Description Text X X X X X X 

File Name Text X X X X X X 

Architecture Version 
Name/Identifier 

Decimal 
Number 

Document URL Text 

Notes Text 

Project Details 

Classification 

Start Date Date X 

Target Completion Date Date X X 

Completion Date Date 

Validation Date Date 

Approval Date Date 

Registration Date Date 

Mandatory 
registration data Optional data 
at indicated (black text) 
phase (red text) 
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Last Modified Date Date 

Valid Until Date Date 

Date Retired Date 

Planned Level of effort Number 

Actual Level of effort Number 

Planned Cost Currency 

Actual Cost Currency 

Tool Name and Version Text X X X X X X 

Methodology Used Text X X X X X X X 

File Formats Used  X X X X X X X 

Maturity Level 

Status X 

Notes Text 

Point of Contact 
Info 

Text Staff 
Title 

Staff 
Title 

Staff 
TitlesArchitect Last Name Staff 

Title ORG. ORG. ORG. 

Architect First Name and MI Text 

Architect e-mail address Text 

Architect phone number Text X X X 

Developer Organization 
Name Text X X X X X X 

Approval Authorities 
Organization Names Text X X TBD TBD 

Project Scope 

Views Text X X X X X X 

Products Text X Visio 
FoS X X X X X 
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Map 
TimeFrame Start Date Date 

TimeFrame End Date Date X X X 

Organizations Text X X X 

COIs Text X X 

Mission Areas Supported Text X X X X X X 

Mission Area Capability 
Activities Supported X X X X X X 

Capabilities Text X X 

Joint Potential Designator Text X 

Notes 

Purpose 

Needs (Requirements) Text X X X X X X X 

Analysis Text X 

Decisions Text X 

Decision Makers Text X X 

Actions Text X X X 

Notes 

Viewpoint 

Context 

Viewpoint Text X X X X 

Mission Text X X X X X X 

Doctrine References Text X X X X X 

Goals Text X X X X X X X 

Vision Text X X X X 

Concept of Operations Text X X X 

Scenarios Text X X X X X 
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Info Assurance (IA) 
Requirement Text X 

IA Threat Environment Text 

Threats, other  Text X 

Environmental Conditions Text X 

Geographical Areas Text X X 

Authoritative Sources Text X 

Tasking Agent Text 

Related Architectures Text X X X 

Notes Text 

Findings X 

Shortfall, Doctrine Text [None 
Found] 

Shortfall, Organization Text [None 
Found] 

Shortfall, Training Type Text [None 
Found] 

Shortfall, Materiel Item Text [None 
Found] 

Shortfall, Leadership Type Text [None 
Found] 

Shortfall, Personnel Type Text [None 
Found] 

Shortfall, Facilities Type Text [None 
Found] 

Surplus, Doctrine Text 

Surplus, Organization Text 

Surplus, Training Type Text 

Surplus, Materiel Item Text 

Surplus, Leadership Type Text 

Surplus, Personnel Type Text 
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Surplus, Facilities Type Text 

Recommendations Actor/Action/Object Text X 
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10.0 Appendix B: Content Recommendations to the DARS 
Team for the DARS Architecture Registration Metadata 
Template 

The DON CIO Pilot Team, as part of the DARS Federation Workshops, submitted the following 
recommendations to the DARS Team.  These are the elements of the template that will be used 
within DARS to register architectures.  Please note the additional elements at the end that are 
recommended to be included regarding federation. 

Priority Section Name Data Element  

Mandatory Project Identification  

Mandatory Project [or Program] Name 

Essential Project [or Program] Description 

Optional File Name (Requirement deleted) 

Mandatory Architecture Version Number 

Mandatory Document URL 

Supportive Notes 

Mandatory Project Details 

Mandatory Security Classification 

Essential Access Level 

Supportive Start Date  

Supportive Target Completion Date 

Essential Completion Date 

Essential Validation Date 

Mandatory Approval Date 

Mandatory Registration Date (default) 

Essential Last Modified Date (architecture) 

Supportive Valid Until Date 

Supportive Date Superseded 

Supportive Planned Level of effort 

Supportive Actual Level of effort 

Essential Planned Cost 

Essential Actual Cost 

Mandatory Tool Name and Version 
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Mandatory Methodology Used 

Mandatory File Formats Used  

Supportive Maturity Level 

Essential Development Status 

Supportive Notes 

Not 
Applicable 

Mandatory Point of Contact Info 

Mandatory Lead Architect Last Name (POC) 

Mandatory Lead Architect First Name and MI 

Mandatory Lead Architect e-mail address 

Essential Architect phone number 

Mandatory Developer Organization Name 

Mandatory Contributing Organizations 

Mandatory Validating Organization 

Mandatory Approval Authorities' Organization Names 

Not 
Applicable 

Mandatory Project Scope 

Mandatory Views 

Mandatory Products 

TimeFrame Name 

Supportive TimeFrame Start Date 

Supportive TimeFrame End Date 

Mandatory Organizations 

Essential COIs 

Mandatory Mission Areas Supported 

Mandatory Capability Activities Supported 

Essential Joint Potential Designator 

Optional Notes 

Not 
Applicable 
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Mandatory Purpose 

Mandatory Primary Use 

Supportive Analysts 

Essential Decisions 

Supportive Decision Makers 

Essential Actions 

Optional Notes 

Optional Viewpoint Viewpoint 

Not 
Applicable 

Essential Context 

Essential Mission 

Essential Doctrine References 

Essential Goals 

Supportive Vision 

Essential Concept of Operations 

Supportive Scenarios 

Supportive Info Assurance (IA) Requirement 

Supportive IA Threat Environment 

Optional Threats, other 

Supportive Environmental Conditions 

Supportive Geographical Areas 

Supportive Authoritative Sources 

Essential Tasking Agent 

Supportive Related Architectures 

Optional Notes 

Mandatory Findings 

Mandatory Shortfall, Doctrine 

Mandatory Shortfall, Organization 

Essential Shortfall, Training Type 

Essential Shortfall, Materiel Item 

Mandatory Shortfall, Leadership Type 

DON Enterprise Architecture Federation Pilot Initiative  -- Final Report Page 86 



Mandatory Shortfall, Personnel Type 

Mandatory Shortfall, Facilities Type 

Essential Surplus, Doctrine 

Essential Surplus, Organization 

Supportive Surplus, Training Type 

Supportive Surplus, Materiel Item 

Essential Surplus, Leadership Type 

Essential Surplus, Personnel Type 

Essential Surplus, Facilities Type 

Mandatory Recommendations Actor/Action/Object 

Legend: Registration data at project initiation 

Registration data at Milestone review phase (A, 
B, or C) 

Optional registration data at project completion  

Mandatory registration data at indicated phase 
(red text) 

Optional data (black text) 

Registration data at project conclusion 

Recommended 
Additions 

Mandatory Federation Log 

Mandatory Selected Architecture 

Mandatory Reference Architecture 

Mandatory Selected Architecture OV-5 

Mandatory Reference Architecture OV-5 

Essential Federation Mandate Citations 

Mandatory Federation Log Location 
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11.0 Appendix C: Log OA-BEA Pilot Federation Log 
This Federation Log captures the alignment of the USMC Log OA activities to the activities 
of BEA. 

As Of 17 DEC 2007 

Item # 
A.1.1 
A.1.1.1 
A.1.1.2 
A.1.2 
A.1.3 
A.1.3.1 
A.1.3.2 
A.1.3.3 
A.1.3.4 
A.1.4 

Item # Current Status 
A.2.3 Completed 
A.2.4 Completed 
A.2.1 Pending Response to Request 
A.2.2 Completed 
A.2.5 Completed 
A.2.6 In Progress 
A.2.7 Not Started 

Section B - Mapping Matches 

Section B.1 - Current (as-be) Log OA/PfM Federation 

OV-5 For Current (as-is) Log OA/PfM Is Not Available 

Section B.2 - Target (to-be) Log OA/PfM Federation 

Activity Name Activity # Activity Name 
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Log OA Activity Name 

Federation 
Semantic 
Alignment B

EA
 4
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 #

BEA 4.1 Pairwise Mapped Activity Name 
A1.1.1.1 Network Design (NETDES) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.1.1 Identify High-Level Logistics Chain Requirements and Resources 
(NETDES-1) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.1.2 Analyze Existing Network and Identify Gaps/Redundancies 
(NETDES-2) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.1.3 Develop Logistics Chain Courses of Action for Network 
Configuration (NETDES-3) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.1.4 Analyze Courses of Action (NETDES-4) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.1.5 Select Optimal Network Configuration and Create Network Design 
Plan (NETDES-5) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.1.6 Measure, Evaluate, Review, and Adjust (NETDES-6) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.1.7 Replan (NETDES-7) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.2 Provider Facing (LCPLAN-PRO) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.2.1 Develop/Refine Provider Review Process (LCPLAN-PRO-1) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.2.2 Perform Provider Reviews (LCPLAN-PRO-2) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.2.3 Educate and Share Requirements (mutual) (LCPLAN-PRO-3) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.2.4 Perform Analysis of Line Item Requirements vs. Provider Base 
(LCPLAN-PRO-4) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.2.5 Identify and Select Best Providers of Products/Services (LCPLAN-
PRO-5) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.2.6 Determine/Define Supplier Relationships (LCPLAN-PRO-6) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.2.7 Establish Provider Objectives (LCPLAN-PRO-7) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.2.8 Create Logistics Chain Provider Plan (LCPLAN-PRO-8) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.2.9 Negotiate, Create, and Manage Relationships (LCPLAN-PRO-9) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.2.10 Measure, Evaluate, Preview, Adjust (LCPLAN-PRO-10) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.2.11 Replan (LCPLAN-PRO-11) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

Log OA/PfM Federation Log Report As Of 17 DEC 2007 

Section A - Purpose & Approach 

Section A.1 - Federation Purpose 
Item Description Item Response 
Is the Federation Mandated?   [If Yes, specify by whom & what below] No, there was no mandate to perfrom this Federation. 

By whom is the Federation mandated? Not Applicable 

By what directive/regulation/order is the Federation mandated? Not Applicable 

If Not Mandated, why Federate? DON CIO is looking for shared resources for Supply Chain IT support to retire legacy systems that are no longer supported by their ma 

What are the objectives for this Federation effort?  

Objective #1 Find Supply Chain applications that can be reused after just re-configuration without custom programming 

Objective #2 Find Supply Chain applications that can possibly be repurposed with minimal and cost-effective reprogramming 

Objective #3 Locate Supply Chain database systems that can support migration from legacy systems to newer applications with minimal ETL 

Objective #4 Identify SOA opportunities for new Supply Chain Solution Architecture 

Reference Architecture BEA Version 4.1 

Section A.2 - Federation Approach 
Task Comments and Notes 
Locate the Current (as-is) BEA OV-5 Finished on 12/07/07 

Locate the Target (to-be) BEA OV-5 Finished on 12/07/07 

Request made to DON OCIO for Current Activity Model on 12/10/07 

Finished on 12/14/07 

Locate the Current (as-is) Log OA/Pfm OV-5 

Locate the Target (to-be) Log OA/Pfm OV-5 

Map lowest levels of OV-5's Finished on 12/19/07 

Conduct Federation Mapping Pairs Relationship Classification Started on !2/19/07 

Enter Federation Results into Federation Log So far, it looks like only the Target (to-be) Log OA will be Federated due to lack of Current (as-is 

From: Log OA/PfM V8.0 
Federation Category of 
Relationship FROM Log 

OA/PfM V8.0 TO BEA V4.1 

To: BEA V4.1 

Node # 
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As Of 17 DEC 2007 Log OA/PfM Federation Log Report As Of 17 DEC 2007 

Section B.2 - Target (to-be) Log OA/PfM Federation 

From: Log OA/PfM V8.0 
Federation Category of 
Relationship FROM Log 

OA/PfM V8.0 TO BEA V4.1 

To: BEA V4.1 

Node # Activity Name Activity # Activity Name 
A1.1.1.3 Maintenance Planning (MNTPLAN) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.3.1 Collect and Define Maintenance Requirements (MNTPLAN-1) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.3.2 Identify/Determine/Adjust Maintenance Levels & Capabilities 
(MNTPLAN-2) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.3.3 Balance Maintenance Resources and Requirements (MNTPLAN-3) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.3.4 Generate/Adjust Maintenance Plan/Program (MNTPLAN-4) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.3.5 Forecast Resource Requirements (including parts) (MNTPLAN-5) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.3.6 Measure, Review, Evaluate (MNTPLAN-6) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.3.7 Replan (MNTPLAN-7) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.4 Maintenance Allocation Planning (MNTALC) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.4.1 Review Allocation Needs (MNTALC-1) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.4.2 Develop/Revise Allocation Concept (MNTALC-2) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.4.3 Evaluate Impact on Ops/Training and Develop Options/COA 
(MNTALC-3) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.4.4 Coordinate Allocation with Stakeholders (MNTALC-4) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.4.5 Generate Allocation Plan (MNTALC-5) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.4.6 Measure, Evaluate, Review (MNTALC-6) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.4.7 Replan (MNTALC-7) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.5 Inventory Planning (IMPLAN) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.5.1 Determine/Review Product Classifications/Categories (IMPLAN-1) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.5.2 Adjust Classification/Categories or Define New Categories as 
Needed (IMPLAN-2) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.5.3 Determine/Revise Application of BRs to Redefined Product 
Categories (IMPLAN-3) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.5.4 Determine Inventory Control Parameters by Classification/Category 
(IMPLAN-4) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.5.5 Select Inventory Computation Logic (IMPLAN-5) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.5.6 Generate Raw Inventory Plan (IMPLAN-6) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.5.7 Apply Constraints (IMPLAN-7) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.5.8 Generate Inventory Plan (IMPLAN-8) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.5.9 Measure, Review, Adjust (IMPLAN-9) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.6 

A1.1.1.5.10 

A1.1.1.6.1 

Replan (IMPLAN-10) 

Procurement Planning (PROCPLAN) 

Define Procurement Objectives (PROCPLAN-1) 

PART OF 4.3 

3.2.2.1 

3.2.2.1 

Perform Build and Make and Maintenance and Sustainment 

Manage Request and Sourcing Strategy 

Manage Request and Sourcing Strategy 

EQUIVALENT TO 

PART OF 

A1.1.1.6.2 Establish Procurement Targets (PROCPLAN-2) PART OF 3.2.2.1 Manage Request and Sourcing Strategy 

A1.1.1.6.3 Identify Network Requirements (PROCPLAN-3) PART OF 3.2.2.1 Manage Request and Sourcing Strategy 

A1.1.1.6.4 Review and Evaluate Existing Provider Network (PROCPLAN-4) PART OF 3.2.2.1 Manage Request and Sourcing Strategy 

A1.1.1.6.5 Analyze Capacity of Provider Network to Meet Objectives 
(PROCPLAN-5) PART OF 3.2.2.1 Manage Request and Sourcing Strategy 

A1.1.1.6.6 Identify Addtl. Provider Cap. Reqts. & Alternts. to Existing Prvdr. 
(PROCPLAN-6) PART OF 3.2.2.1 Manage Request and Sourcing Strategy 

A1.1.1.6.7 Review and Evaluate Buying Capacity (PROCPLAN-7) PART OF 3.2.2.1 Manage Request and Sourcing Strategy 

A1.1.1.6.8 Analyze Capability of Buying Capacity to Meet Objectives 
(PROCPLAN-8) PART OF 3.2.2.1 Manage Request and Sourcing Strategy 

A1.1.1.6.9 Identify Additional Buying Cap. Rqts. & Altrnts to Buying Capacity 
(PROCPLAN-9) PART OF 3.2.2.1 Manage Request and Sourcing Strategy 

A1.1.1.6.10 Create Draft Procurement Plan (PROCPLAN-10) PART OF 3.2.2.1 Manage Request and Sourcing Strategy 

A1.1.1.6.11 Coordinate with Providers (PROCPLAN-11) PART OF 3.2.2.1 Manage Request and Sourcing Strategy 

A1.1.1.6.12 Review and Evaluate Supplier Network and Adjust Sourcing Plan 
(PROCPLAN-12) PART OF 3.2.2.1 Manage Request and Sourcing Strategy 

A1.1.1.6.13 Generate Procurement Plan (PROCPLAN-13) PART OF 3.2.2.1 Manage Request and Sourcing Strategy 

A1.1.1.6.14 Measure, Review, Adjust (PROCPLAN-14) PART OF 3.2.2.1 Manage Request and Sourcing Strategy 

A1.1.1.7 

A1.1.1.6.15 

A1.1.1.7.1 

Replan (PROCPLAN-15) 

Inventory Control/Demand Supply Mgmt (DEMSUP) 

Review Order Fulfillment to Customers (DEMSUP-1) 

PART OF 3.2.2.1 

4.6 

4.6 

Manage Request and Sourcing Strategy 

Perform Asset Accountability 

Perform Asset Accountability 

EQUIVALENT TO 

PART OF 

A1.1.1.7.2 Review Order Fulfillment from Providers (DEMSUP-2) PART OF 4.6 Perform Asset Accountability 

A1.1.1.7.3 Analyze Short-Term Demand Variance (DEMSUP-3) PART OF 4.6 Perform Asset Accountability 

A1.1.1.7.4 Analyze Short-Term Inventory/Service Capacity Variance (DEMSUP-
4) PART OF 4.6 Perform Asset Accountability 

A1.1.1.7.5 Develop COAs to Balance Shortfalls/Overages (DEMSUP-5) PART OF 4.6 Perform Asset Accountability 

A1.1.1.7.6 Adjust Inventories and/or Capacities/Resources (DEMSUP-6) PART OF 4.6 Perform Asset Accountability 

A1.1.1.8 Transportation Capacity Planning (TRNS-CAP) PART OF 4.4 Deliver Property and Forces 

A1.1.1.8.1 Select O/D Pairs (TRNS-CAP-1) PART OF 4.4 Deliver Property and Forces 

A1.1.1.8.2 Define Link Capacity Between O/D Pairs, High/Low Utilization 
(TRNS-CAP-2) PART OF 4.4 Deliver Property and Forces 

A1.1.1.8.3 Get the Required Volume Info (TRNS-CAP-3) PART OF 4.4 Deliver Property and Forces 

A1.1.1.8.4 Compare/Analyze Required with Existing Link Capacity (TRNS-CAP-
4) PART OF 4.4 Deliver Property and Forces 

A1.1.1.8.5 Revise Links to Satisfy Capacity Requirements (TRNS-CAP-5) PART OF 4.4 Deliver Property and Forces 

A1.1.1.8.6 Replan (TRNS-CAP-6) PART OF 4.4 Deliver Property and Forces 

A1.1.1.9 Route Configuration Planning (TRNS-ROU-CFG) PART OF 4.4 Deliver Property and Forces 

A1.1.1.9.1 Select Origin/Destination Pairs/Series (TRNS-ROU-CFG-1) PART OF 4.4 Deliver Property and Forces 

A1.1.1.9.2 Select Products/Services to be Distributed (TRNS-ROU-CFG-2) PART OF 4.4 Deliver Property and Forces 

A1.1.1.9.3 Define Volumes of the Origin/Destination Pairs/Series (TRNS-ROU-
CFG-3) PART OF 4.4 Deliver Property and Forces 

A1.1.1.9.4 Define Route Availability Window (TRNS-ROU-CFG-4) PART OF 4.4 Deliver Property and Forces 

A1.1.1.9.5 Define Selection Criteria (TRNS-ROU-CFG-5) PART OF 4.4 Deliver Property and Forces 

A1.1.1.9.6 Determine Primary Route (TRNS-ROU-CFG-6) PART OF 4.4 Deliver Property and Forces 

A1.1.1.9.7 Replan (TRNS-ROU-CFG-7) PART OF 4.4 Deliver Property and Forces 
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A1.1.1.10 Route and Schedule Planning (TRNS-ROU-SCH) EQUIVALENT TO 4.4.3 Determine Route and Carriers 

A1.1.1.10.1 Setup System/Scenario Environment (TRNS-ROU-SCH-1) PART OF 4.4.3 Determine Route and Carriers 

A1.1.1.10.2 Prepare Input Data for Model (TRNS-ROU-SCH-2) PART OF 4.4.3 Determine Route and Carriers 

A1.1.1.10.3 Prepare Model Rules & Parameters (TRNS-ROU-SCH-3) PART OF 4.4.3 Determine Route and Carriers 

A1.1.1.10.4 Generate Routes & Schedules (TRNS-ROU-SCH-4) PART OF 4.4.3 Determine Route and Carriers 

A1.1.1.10.5 Analyze Routing & Scheduling Solution (TRNS-ROU-SCH-5) PART OF 4.4.3 Determine Route and Carriers 

A1.1.1.10.6 Modify Input Data, Rules, Routing Parameters (as required) (TRNS-
ROU-SCH-6) PART OF 4.4.3 Determine Route and Carriers 

A1.1.1.10.7 Publish Routing and Scheduling Plan (TRNS-ROU-SCH-7) PART OF 4.4.3 Determine Route and Carriers 

A1.1.1.11 Facility Location Capacity Planning (TRNS-FAC-LOC) NO RELATIONSHIP none none 

A1.1.1.11.1 Select Geographic Area (TRNS-FAC-LOC-1) NO RELATIONSHIP none none 

A1.1.1.11.2 Identify & Analyze Candidate Facilities (TRNS-FAC-LOC-2) NO RELATIONSHIP none none 

A1.1.1.11.3 Define or Select Inputs (Volume, Demand, etc.) (TRNS-FAC-LOC-3) NO RELATIONSHIP none none 

A1.1.1.11.4 Define Number of Facilities to Locate (TRNS-FAC-LOC-4) NO RELATIONSHIP none none 

A1.1.1.11.5 Define Optimization Criteria (Cost, Service Level, etc.) (TRNS-FAC-
LOC-5) NO RELATIONSHIP none none 

A1.1.1.11.6 Determine Optimal Facility Locations and Capacities (TRNS-FAC-
LOC-6) NO RELATIONSHIP none none 

A1.1.1.11.7 Replan (TRNS-FAC-LOC-7) NO RELATIONSHIP none none 

A1.1.1.12 Facility Resource Planning (TRNS-FAC-RES) NO RELATIONSHIP none none 

A1.1.1.12.1 Select Facility (TRNS-FAC-RES-1) NO RELATIONSHIP none none 

A1.1.1.12.2 Define Resource Options (TRNS-FAC-RES-2) NO RELATIONSHIP none none 

A1.1.1.12.3 Define Volumes (TRNS-FAC-RES-3) NO RELATIONSHIP none none 

A1.1.1.12.4 Define Throughput Requirements (TRNS-FAC-RES-4) NO RELATIONSHIP none none 

A1.1.1.12.5 Define Optimization Criteria (TRNS-FAC-RES-5) NO RELATIONSHIP none none 

A1.1.1.12.6 Optimize Resource Requirements (TRNS-FAC-RES-6) NO RELATIONSHIP none none 

A1.1.1.12.7 Replan (TRNS-FAC-RES-7) NO RELATIONSHIP none none 

A1.1.1.13 Transportation Allocation Planning (TRNS-OP) PART OF 4.4 Deliver Property and Forces 

A1.1.1.13.1 Generate Volume Forecast by Origin/Destination Pairs/Series 
(TRNS-OP-1) PART OF 4.4 Deliver Property and Forces 

A1.1.1.13.2 Generate Optimal Modes (TRNS-OP-2) PART OF 4.4 Deliver Property and Forces 

A1.1.1.13.3 Generate Optimal Routings Based on Capacity (TRNS-OP-3) PART OF 4.4 Deliver Property and Forces 

A1.1.1.13.4 Determine Allocation and Routing Priorities (TRNS-OP-4) PART OF 4.4 Deliver Property and Forces 

A1.1.1.13.5 Allocate Forecast Volumes to Routings (TRNS-OP-5) PART OF 4.4 Deliver Property and Forces 

A1.1.1.13.6 Replan (TRNS-OP-6) PART OF 4.4 Deliver Property and Forces 

A1.1.1.14 Fleet Configuration Planning (FLEET-MGMT) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.14.1 Define Volume/Demand (FLEET-MGMT-1) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.14.2 Identify Transportation Assets (FLEET-MGMT-2) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.14.3 Define Selection Criteria (FLEET-MGMT-3) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.14.4 Optimize Asset Requirement (FLEET-MGMT-4) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.14.5 Estimate Fleet Fix and Pool Points (FLEET-MGMT-5) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.14.6 Replan (FLEET-MGMT-6) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.15 Mode Optimization Planning (FLEET-MODE) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.15.1 Define O/D Pairs/Series/Nodes (FLEET-MODE-1) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.15.2 Select Products/Services to be Delivered (FLEET-MODE-2) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.15.3 Define Selection Criteria (FLEET-MODE-3) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.15.4 Define Customer Criteria (FLEET-MODE-4) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.15.5 Determine Optimal, Alternative Modes for Each Link (FLEET-MODE-
5) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.15.6 Replan (FLEET-MODE-6) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.16 Mode Planning (TRNS-MODE) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.16.1 Select Origin/Destination (O/D) Pairs/Services/Corridors (TRNS-
MODE-1) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.16.2 Identify Products/Services to be Distributed (TRNS-MODE-2) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.16.3 Define Selection Criteria (TRNS-MODE-3) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.16.4 Determine Primary Modes for Each Link (Preferred and Alternate) 
(TRNS-MODE-4) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.1.16.5 Replan (TRNS-MODE-5) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.1 Customer Facing (LCPLAN-CUST) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.1.1 Develop/Refine Support Review Process (LCPLAN-CUST-1) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.1.2 Perform Customer Support Reviews (LCPLAN-CUST-2) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.1.3 Educate and Share Requirements (mutual) (LCPLAN-CUST-3) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.1.4 Determine/Negotiate Customer Relationships (LCPLAN-CUST-4) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.1.5 Create Support Agreements (LCPLAN-CUST-5) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.1.6 Establish Customer Objectives (LCPLAN-CUST-6) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.1.7 Measure, Evaluate, Review, Adjust (LCPLAN-CUST-7) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.1.8 Replan (LCPLAN-CUST-8) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

As Of 17 DEC 2007 Log OA/PfM Federation Log Report As Of 17 DEC 2007 

Section B.2 - Target (to-be) Log OA/PfM Federation 

Activity Name Activity # Activity Name 

From: Log OA/PfM V8.0 
Federation Category of 
Relationship FROM Log 

OA/PfM V8.0 TO BEA V4.1 

To: BEA V4.1 

Node # 
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From: Log OA/PfM V8.0 
Federation Category of 
Relationship FROM Log 

OA/PfM V8.0 TO BEA V4.1 

To: BEA V4.1 

Node # Activity Name Activity # Activity Name 
A1.1.2.2 Demand Planning (DEMPLAN) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.2.1 Evaluate Customer Base (DEMPLAN-1) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.2.2 Select Customer Segments for Analysis (DEMPLAN-2) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.2.3 Collect Consumption Data (DEMPLAN-3) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.2.4 Collect Expenditures Data (e.g. pilferage, waste loss, etc.) 
(DEMPLAN-4) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.2.5 Collect Capital Asset (Historical Data) (DEMPLAN-5) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.2.6 Collect Ops and Training Planning Data (DEMPLAN-6) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.2.7 Collect Variation Data (seasonal, environmental, etc.) (DEMPLAN-
7) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.2.8 Identify Policies/Define Rules (incl. regulatory requirements) 
(DEMPLAN-8) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.2.9 Associate Data with Rules (DEMPLAN-9) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.2.10 Define and Setup Forecasting System (DEMPLAN-10) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.2.11 Generate Raw Forecast (DEMPLAN-11) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.2.12 Review and Adjust Forecast (DEMPLAN-12) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.2.13 Customize Forecast (region, customer, segment, etc.) (DEMPLAN-
13) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.2.14 Validate Forecast (DEMPLAN-14) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.2.15 Issue Demand Forecast (DEMPLAN-15) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.2.16 Replan (DEMPLAN-16) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.1.2.3 Customer Service Planning (CUSTSRVPLAN) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.3.1 Capture and Categorize Service Data & Customer Feedback 
(CUSTSVRPLAN-1) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.3.2 Analyze Service Failure Data (CUSTSVRPLAN-2) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.3.3 Identify Preventive/Preemptive Measures (CUSTSVRPLAN-3) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.3.4 Recommend Mods to Logistic Chain Process to Reduce Service 
(CUSTSVRPLAN-4A) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.3.5 Develop Service Remedy Plans to Address Anticipated Failures 
(CUSTSVRPLAN-4B) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.3.6 Measure, Evaluate, and Adjust Changes (CUSTSVRPLAN-5) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.4 Returns Planning (RETPLAN) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.4.1 Evaluate Customer Base (RETPLAN-1) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.4.2 Select Customer Segments for Analysis (RETPLAN-2) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.4.3 Collect Returns Data (RETPLAN-3) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.4.4 Collect Expenditure Data (RETPLAN-4) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.4.5 Collect Capital Asset (Historical) Data (RETPLAN-5) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.4.6 Collect Ops and Training Planning Data (RETPLAN-6) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.4.7 Collect Variation Data (RETPLAN-7) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.4.8 Identify Policies/Define Rules (incl regulatory requirements) 
(RETPLAN-8) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.4.9 Associate Data with Rules (RETPLAN-9) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.4.10 Define and Setup Forecasting System (RETPLAN-10) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.4.11 Generate Raw Forecast (RETPLAN-11) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.4.12 Review and Adjust Forecast (RETPLAN-12) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.4.13 Customize Forecast (e.g., by region, customer segment) (RETPLAN-
13) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.4.14 Validate Forecast (RETPLAN-14) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.4.15 Issue Returns Forecast (RETPLAN-15) PART OF 4.5 Dispose or Return Property and Materiel 

A1.1.2.4.16 Replan (RETPLAN-16) PART OF 4.5 Dispose or Return Property and Materiel 

A1.2.1.1 Inventory Operations Mgmt (INVOPS) SIMILAR TO 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.2.1.1.1 Receive Order (INVOPS-1) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.2.1.1.2 Sort and Group Orders (INVOPS-2) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.2.1.1.3 Schedule and Reserve Specific Resources (INVOPS-3) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.1.1.4 Manage/Coordinate, Measure, Evaluate (INVOPS-4) NO RELATIONSHIP none none 

A1.2.1.1.5 Adjust Schedule and/or Productions/Operations Resources as 
Required (INVOPS-5) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.1.2 Maintenance Operations Mgmt (MNTOPS) SIMILAR TO 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.2.1.2.1 Receive Order (MNTOPS-1) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.2.1.2.2 Sort and Group Orders (MNTOPS-2) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.2.1.2.3 Schedule and Reserve Resources (MNTOPS-3) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.1.2.4 Manage/Coordinate, Measure, Evaluate (MNTOPS-4) NO RELATIONSHIP none none 

A1.2.1.2.5 Adjust Schedule and/or Production/Operations Resources as 
Required (MNTOPS-5) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 
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A1.2.1.3 Distribution Operations Mgmt (DSTOPS) PART OF 4.4 Deliver Property and Forces 

A1.2.1.3.1 Receive Order (DSTOPS-1) PART OF 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.2.1.3.2 Sort and Group Orders (DSTOPS-2) PART OF 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.2.1.3.3 Schedule and Reserve Resources (DSTOPS-3) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.1.3.4 Manage/Coordinate, Measure, Evaluate (DSTOPS-4) NO RELATIONSHIP none none 

A1.2.1.3.5 Adjust Schedule and/or Production/Operations Resources as 
Required (DSTOPS-5) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.1.4 Procurement Operations Mgmt (PROCOPS) PART OF 3.2.2 Conduct Sourcing 

A1.2.1.4.1 Receive Order (PROCOPS-1) PART OF 3.2.2 Conduct Sourcing 

A1.2.1.4.2 Sort and Group Orders (PROCOPS-2) PART OF 3.2.2 Conduct Sourcing 

A1.2.1.4.3 Schedule and Reserve Resources (PROCOPS-3) PART OF 3.2.2 Conduct Sourcing 

A1.2.1.4.4 Manage/Coordinate, Measure, Evaluate (PROCOPS-4) PART OF 3.2.2 Conduct Sourcing 

A1.2.1.4.5 Adjust Schedule and/or Production/Operations Resources as 
Required (PROCOPS-5) PART OF 3.2.2 Conduct Sourcing 

A1.2.1.5 Maintenance Production/Operations Scheduling (MNTSCH) SIMILAR TO 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.2.1.5.1 Develop Tentative Schedule (MNTSCH-1) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.1.5.2 Finalize Schedule with Stakeholders (MNTSCH-2) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.1.5.3 Issue Production/Operations Schedule and BOM (MNTSCH-3) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.1.5.4 Measure, Review, Evaluate (MNTSCH-4) NO RELATIONSHIP none none 

A1.2.1.5.5 Replan (MNTSCH-5) NO RELATIONSHIP 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.2.1 Distribution Capacity Planning (DSTCAP) PART OF 4.4 Deliver Property and Forces 

A1.2.2.1.1 Determine/Review Service Requirements by Actions/Categories 
(DSTCAP-1) PART OF 4.4 Deliver Property and Forces 

A1.2.2.1.2 Adjust Service Actions/Categories as Needed (DSTCAP-2) PART OF 4.4 Deliver Property and Forces 

A1.2.2.1.3 Determine/Revise Application of BRs to Redefined 
Actions/Categories (DSTCAP-3) PART OF 4.4 Deliver Property and Forces 

A1.2.2.1.4 Determine Service Capacity Control Parameters by Service 
Category (DSTCAP-4) PART OF 4.4 Deliver Property and Forces 

A1.2.2.1.5 Select Service Capacity Computation Logic (DSTCAP-5) PART OF 4.4 Deliver Property and Forces 

A1.2.2.1.6 Generate Rough Cut Service Capacity Plan (DSTCAP-6) PART OF 4.4 Deliver Property and Forces 

A1.2.2.1.7 Apply Constraints (DSTCAP-7) PART OF 4.4 Deliver Property and Forces 

A1.2.2.1.8 Generate Service Capacity Plan (DSTCAP-8) PART OF 4.4 Deliver Property and Forces 

A1.2.2.1.9 Replan (DSTCAP-9) PART OF 4.4 Deliver Property and Forces 

A1.2.2.2 Maintenance Capacity Planning (MNTCAP) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.2.2.2.1 Determine/Review Service Requirements by Actions/Categories 
(MNTCAP-1) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.2.2.2.2 Adjust Service Actions/Categories as Needed (MNTCAP-2) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.2.2.2.3 Determine/Revise Appl. of BRs to Redefined Actions/Categories 
(MNTCAP-3) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.2.2.2.4 Determine Service Capacity Control Parameters by Service 
Category (MNTCAP-4) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.2.2.2.5 Select Service Capacity Computation Logic (MNTCAP-5) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.2.2.2.6 Generate Rough Cut Service Capacity Plan (MNTCAP-6) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.2.2.2.7 Apply Constraints (MNTCAP-7) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.2.2.2.8 Generate Service Capacity Plan (MNTCAP-8) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.2.2.2.9 Replan (MNTCAP-9) PART OF 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.2.2.3 Maintenance Capacity Operations Mgmt (MNTCAPOPS) SIMILAR TO 4.4 Deliver Property and Forces 

A1.2.2.3.1 Receive Advance Notice and/or Order (MNTCAPOPS-1) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.2.2.3.2 Sort and Group Order (MNTCAPOPS-2) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.2.2.3.3 Schedule and Reserve Capacity/Capability (MNTCAPOPS-3) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.2.3.4 Manage/Coordinate, Measure, Evaluate (MNTCAPOPS-4) SIMILAR TO 4.4 Deliver Property and Forces 

A1.2.2.3.5 Adjust Schedule and/or Available Capacity/Capability as Required 
(MNTCAPOPS-5) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.2.4 Inventory Capacity Operations Mgmt (INVCAPOPS) SIMILAR TO 4.4 Deliver Property and Forces 

A1.2.2.4.1 Receive Order (INVCAPOPS-1) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.2.2.4.2 Sort and Group Orders (INVCAPOPS-2) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.2.2.4.3 Schedule and Reserve Capacity/Capability (INVCAPOPS-3) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.2.4.4 Manage, Coordinate, Measure, Evaluate (INVCAPOPS-4) SIMILAR TO none none 

A1.2.2.4.5 Adjust Schedule and/or Available Capacity/Capability as Required 
(INVCAPOPS-5) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 
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A1.2.2.5 Procurement Capacity Operations Mgmt (PROCAPOPS) SIMILAR TO 4.4 Deliver Property and Forces 

A1.2.2.5.1 Receive Advance Notice and/or Order (PROCAPOPS-1) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.2.2.5.2 Sort and Group Orders (PROCAPOPS-2) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.2.2.5.3 Schedule and Reserve Capacity/Capability (PROCAPOPS-3) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.2.5.4 Manage/Coordinate, Measure, Evaluate (PROCAPOPS-4) SIMILAR TO none none 

A1.2.2.5.5 Adjust Schedule and/or Available Capacity/Capability as Required 
(PROCAPOPS-5) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.2.6 Distribution Capacity Operations Mgmt (DSTCAPOPS) SIMILAR TO 4.4 Deliver Property and Forces 

A1.2.2.6.1 Receive Advance Notice and/or Order (DSTCAPOPS-1) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.2.2.6.2 Sort and Group Orders (DSTCAPOPS-2) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.2.2.6.3 Schedule and Reserve Capacity/Capability (DSTCAPOPS-3) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.2.6.4 Manage/Coordinate, Measure, Evaluate (DSTCAPOPS-4) SIMILAR TO none none 

A1.2.2.6.5 Adjust Schedule and/or Available Capacity/Capability as Required 
(DSTCAPOPS-5) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.3.1 Customer Service Mgmt (CUSTSRV-MGT) SIMILAR TO 4.4 Deliver Property and Forces 

A1.2.3.1.1 Receive Inquiry/Request/Complaint (CUSTSRV-MGT-1) NO RELATIONSHIP none none 

A1.2.3.1.2 Validate Inquiry, Request, Complaint (CUSTSRV-MGT-2) NO RELATIONSHIP none none 

A1.2.3.1.3 Create Customer Service Order (CUSTSRV-MGT-3) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.3.1.4 Prioritize Customer Service Order (CUSTSRV-MGT-4) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.2.3.1.5 Identify Inquiry/Request Type (CUSTSRV-MGT-5) NO RELATIONSHIP none none 

A1.2.3.1.6 Identify Issue Requiring Resolution (CUSTSRV-MGT-6) NO RELATIONSHIP none none 

A1.2.3.1.7 Determine COA (CUSTSRV-MGT-7) NO RELATIONSHIP none none 

A1.2.3.1.8 Confirm COA with Customer (if needed) (CUSTSRV-MGT-8) NO RELATIONSHIP none none 

A1.2.3.1.9 Commit/Obligate or Deobligate Funds (CUSTSRV-MGT-9) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 

A1.2.3.1.10 Execute COA (CUSTSRV-MGT-10) NO RELATIONSHIP none none 

A1.2.3.1.11 Manage/Coordinate, Measure, Evaluate (CUSTSRV-MGT-11) NO RELATIONSHIP none none 

A1.2.3.1.12 Verify Resolution with Customer (CUSTSRV-MGT-12) NO RELATIONSHIP none none 

A1.2.3.1.13 Expense/Liquidate Funds (if needed) (CUSTSRV-MGT-13) NO RELATIONSHIP none none 

A1.2.3.1.14 Close Customer Service Order (CUSTSRV-MGT-14) NO RELATIONSHIP none none 

A1.3.1.1 Request Management Product (RMP) PART OF 3.2.2 Conduct Sourcing 

A1.3.1.1.1 Identify Requirement (RMP-1) PART OF 3.2.2 Conduct Sourcing 

A1.3.1.1.2 Validate Requirement (RMP-2) PART OF 3.2.2 Conduct Sourcing 

A1.3.1.1.3 Generate Request (RMP-3) PART OF 3.2.2 Conduct Sourcing 

A1.3.1.1.4 Authorize/Approve Request (RMP-4) PART OF 3.2.2 Conduct Sourcing 

A1.3.1.1.5 Submit Request (RMP-5) PART OF 3.2.2 Conduct Sourcing 

A1.3.1.1.6 Receive Request (RMP-6) PART OF 3.2.2 Conduct Sourcing 

A1.3.1.1.7 Process Request (RMP-7) PART OF 3.2.2 Conduct Sourcing 

A1.3.1.1.8 Validate Request (RMP-8) PART OF 3.2.2 Conduct Sourcing 

A1.3.1.2 Request Management Returns (RMRL) PART OF 4.5.2 Authorize Return or Disposal 

A1.3.1.2.1 Identify Requirement (RMRL-1) NO RELATIONSHIP none none 

A1.3.1.2.2 Validate Requirement (RMRL-2) NO RELATIONSHIP none none 

A1.3.1.2.3 Generate Request (RMRL-3) PART OF 4.5.2 Authorize Return or Disposal 

A1.3.1.2.4 Authorize/Approve Request (RMRL-4) PART OF 4.5.2 Authorize Return or Disposal 

A1.3.1.2.5 Submit Request (RMRL-5) PART OF 4.5.2 Authorize Return or Disposal 

A1.3.1.2.6 Receive Request (RMRL-6) PART OF 4.5.2 Authorize Return or Disposal 

A1.3.1.2.7 Process Request (RMRL-7) PART OF 4.5.2 Authorize Return or Disposal 

A1.3.1.2.8 Validate Request (RMRL-8) NO RELATIONSHIP none none 

A1.3.1.3 Request Management Service (Maintenance) (RMS(M)) PART OF 3.2.2 Conduct Sourcing 

A1.3.1.3.1 Identify Requirement (RMS(M)-1) PART OF 3.2.3 Conduct Sourcing 

A1.3.1.3.2 Validate Requirement (RMS(M)-2) PART OF 3.2.3 Conduct Sourcing 

A1.3.1.3.3 Generate Request (RMS(M)-3) PART OF 3.2.3 Conduct Sourcing 

A1.3.1.3.4 Authorize/Approve Request (RMS(M)-4) PART OF 3.2.3 Conduct Sourcing 

A1.3.1.3.5 Submit Request (RMS(M)-5) PART OF 3.2.3 Conduct Sourcing 

A1.3.1.3.6 Receive Request (RMS(M)-6) PART OF 3.2.3 Conduct Sourcing 

A1.3.1.3.7 Process Request (RMS(M)-7) PART OF 3.2.3 Conduct Sourcing 

A1.3.1.3.8 Validate Request (RMS(M)-8) PART OF 3.2.3 Conduct Sourcing 
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A1.3.1.4 Request Management Service (Distribution) (RMS(D)) PART OF 3.2.3 Conduct Sourcing 

A1.3.1.4.1 Identify Requirement (RMS(D)-1) PART OF 3.2.3 Conduct Sourcing 

A1.3.1.4.2 Validate Requirement (RMS(D)-2) PART OF 3.2.3 Conduct Sourcing 

A1.3.1.4.3 Generate Request (RMS(D)-3) PART OF 3.2.3 Conduct Sourcing 

A1.3.1.4.4 Authorize/Approve Request (RMS(D)-4) PART OF 3.2.3 Conduct Sourcing 

A1.3.1.4.5 Submit Request (RMS(D)-5) PART OF 3.2.3 Conduct Sourcing 

A1.3.1.4.6 Receive Request (RMS(D)-6) PART OF 3.2.3 Conduct Sourcing 

A1.3.1.4.7 Process Request (RMS(D)-7) PART OF 3.2.3 Conduct Sourcing 

A1.3.1.4.8 Validate Request (RMS(D)-8) PART OF 3.2.3 Conduct Sourcing 

A1.3.2.1 Order Management (pre) Returns (OMRL - Pre) SIMILAR TO 4.5 Dispose or Return Property and Materiel 

A1.3.2.1.1 Generate Order (OMRL-1) SIMILAR TO 4.5.2 Authorize Return or Disposal 

A1.3.2.1.2 Determine Disposition (OMRL-2) NO RELATIONSHIP none none 

A1.3.2.1.3 Confirm Order (OMRL-3) SIMILAR TO 4.5.3 Schedule Return or Disposal 

A1.3.2.1.4 Credit Funds (OMRL-4) NO RELATIONSHIP none none 

A1.3.2.1.5 Reserve/Schedule Assets (OMRL-5) SIMILAR TO 4.5.3 Schedule Return or Disposal 

A1.3.2.2 Order Management (pre) Product (OMP - Pre) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.2.1 Generate Order (OMP-1) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.2.2 Determine Source for Fulfillment (OMP-2) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.2.3 Confirm Order (OMP-3) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.2.4 Commit/Obligate Funds (OMP-4) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.2.5 Reserve/Schedule Assets (OMP-5) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.3 Order Management (pre) Service (Maintenance) (OMS(M) - Pre) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.3.1 Generate Order (OMS(M)-1) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.3.2 Determine Source for Fulfillment (OMS(M)-2) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.3.3 Confirm Order (OMS(M)-3) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.3.4 Commit/Obligate Funds (OMS(M)-4) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.3.5 Reserve/Schedule Assets (OMS(M)-5) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.4 Order Management (pre) Service (Distribution) (OMS(D) - Pre) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.4.1 Generate Order (OMS(D)-1) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.4.2 Determine/Confirm Source for Fulfillment (OMS(D)-2) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.4.3 Confirm Order (OMS(D)-3) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.4.4 Commit/Obligate Funds (OMS(D)-4) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.4.5 Reserve/Schedule Assets (OMS(D)-5) PART OF 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.2.5 Order Management (post) Returns (OMRL - Post) SIMILAR TO 4.5 Dispose or Return Property and Materiel 

A1.3.2.5.1 Manage/Coordinate (by Exception) Measure, Evaluate (OMRL-6) NO RELATIONSHIP none none 

A1.3.2.5.2 Verify Receipt (OMRL-7) SIMILAR TO 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.2.5.3 Provide Refund (OMRL-8) NO RELATIONSHIP none none 

A1.3.2.5.4 Close Order (OMRL-9) NO RELATIONSHIP none none 

A1.3.2.6 Order Management (post) Product (OMP - Post) SIMILAR TO 3.2.2 Conduct Sourcing 

A1.3.2.6.1 Manage/Coordinate Measure, Evaluate (OMP-6) NO RELATIONSHIP none none 

A1.3.2.6.2 Verify Receipt (OMP-7) SIMILAR TO 4.4.6 Transport Materiel and Forces 

A1.3.2.6.3 Verify Installation (OMP-8) SIMILAR TO 4.4.6 Transport Materiel and Forces 

A1.3.2.6.4 Expense/Liquidate (OMP-9) NO RELATIONSHIP none none 

A1.3.2.6.5 Close Order (OMP-10) NO RELATIONSHIP none none 

A1.3.2.7 Order Management (post) Service (Maintenance) (OMS(M) - Post) SIMILAR TO 3.2.2 Conduct Sourcing 

A1.3.2.7.1 Manage/Coordinate, Measure, Evaluate (OMS(M)-6) NO RELATIONSHIP none none 

A1.3.2.7.2 Verify Receipt (OMS(M)-7) SIMILAR TO 4.4.6 Transport Materiel and Forces 

A1.3.2.7.3 Verify Installation (OMS(M)-8) SIMILAR TO 4.4.6 Transport Materiel and Forces 

A1.3.2.7.4 Expense/Liquidate (OMS(M)-9) NO RELATIONSHIP none none 

A1.3.2.7.5 Close Order (OMS(M)-10) NO RELATIONSHIP none none 
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A1.3.2.8 Order Management (post) Service (Distribution) (OMS(D) - Post) SIMILAR TO 3.2.2 Conduct Sourcing 

A1.3.2.8.1 Manage/Coordinate, Measure, Evaluate Components or Quality 
Order (OMS(D)-6) NO RELATIONSHIP none none 

A1.3.2.8.2 Verify Receipt (OMS(D)-7) SIMILAR TO 4.4.6 Transport Materiel and Forces 

A1.3.2.8.3 Expense/Liquidate (OMS(D)-8) NO RELATIONSHIP none none 

A1.3.2.8.4 Close Order (OMS(D)-9) NO RELATIONSHIP none none 

A1.3.3.1 Warehouse Mgmt (IBO) (WIMP) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.1.1 Receive Inbound Order (WMI-1) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.1.2 Receipt of Inbound Items (WMI-2) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.1.3 Verify Assets Received (WMI-3) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.1.4 Updated Inventory Balance (WMI-4) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.1.5 Record & Report Discrepancies (WMI-5) NO RELATIONSHIP none none 

A1.3.3.1.6 Put Away on Location (WMI-6) NO RELATIONSHIP none none 

A1.3.3.2 Warehouse Mgmt (OB) (WHO) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.1 Receive Orders to Pick (WMO-1) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.2 Generate Pick List (WMO-2) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.3 Pick Item (WMO-3) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.4 Pack for Shipment (WMO-4) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.5 Generate Shipping Docs (WMO-5) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.6 Stage for Transportation (WMO-6) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.2.7 Transfer Material (WMO-7) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.3 Maintenance Fulfillment (OFS(M)) SIMILAR TO 4.3 Perform Build and Make and Maintenance and Sustainment 

A1.3.3.3.1 Receive Service Order (OFS(M)-1) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.3.3.2 Verify Possession of Assets (OFS(M)-2) NO RELATIONSHIP none none 

A1.3.3.3.3 Perform Inspection Diagnosis (OFS(M)-3) NO RELATIONSHIP none none 

A1.3.3.3.4 Identify Additional Resources (OFS(M)-4) NO RELATIONSHIP none none 

A1.3.3.3.5 Receive Additional Resources (OFS(M)-5) NO RELATIONSHIP none none 

A1.3.3.3.6 Await Repair (if Required) (OFS(M)-6) NO RELATIONSHIP none none 

A1.3.3.3.7 Commit Resources (OFS(M)-7) NO RELATIONSHIP none none 

A1.3.3.3.8 Correction of Fault (OFS(M)-8) NO RELATIONSHIP none none 

A1.3.3.3.9 Conduct QC Checks (OFS(M)-9) NO RELATIONSHIP none none 

A1.3.3.3.10 Release Finished Product (OFS(M)-10) NO RELATIONSHIP none none 

A1.3.3.3.11 Stage Finished Product/Returns (OFS(M)-11) SIMILAR TO 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.3.12 Product Installed (if Required) (OFS(M)-12) SIMILAR TO 4.4.6 Transport Materiel and Forces 

A1.3.3.4 Distribution Fulfillment (OFS(D)) SIMILAR TO 4.4 Deliver Property and Forces 

A1.3.3.4.1 Receive Service Order (OFS(D)-1) SIMILAR TO 4.4.1 Identify and Reserve Supply Chain Resources 

A1.3.3.4.2 Select Transportation Mode (OFS(D)-2) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.3.3.4.3 Build Load Plan Based on Mode (OFS(D)-3) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.3.3.4.4 Consolidate Orders by Mode/Location (OFS(D)-4) PART OF 4.4.3 Determine Route and Carriers 

A1.3.3.4.5 Rate & Route Shipment (OFS(D)-5) PART OF 4.4.3 Determine Route and Carriers 

A1.3.3.4.6 Evaluate Carrier Capability, Availability, Cost (OFS(D)-6) PART OF 4.4.3 Determine Route and Carriers 

A1.3.3.4.7 Select Carrier & Arrage Pickup (OFS(D)-7) PART OF 4.4.3 Determine Route and Carriers 

A1.3.3.4.8 Build Load Sequence Plan (OFS(D)-8) SIMILAR TO 4.4.2 Consolidate Orders into Conveyance-Based Loads 

A1.3.3.4.9 Schedule Resources (OFS(D)-9) SIMILAR TO 4.4.3 Determine Route and Carriers 

A1.3.3.4.10 Execute Load (OFS(D)-10) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.4.11 Generate Shipping Documents & Load Orders (OFS(D)-11) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.4.12 Ship Load to Destination (OFS(D)-12) PART OF 4.4.5 Manage Inbound and Outbound Shipments 

A1.3.3.5 

A1.3.3.4.13 Offload at Destination (OFS(D)-13) 

Procurement Fulfillment (PROCFUL) 

NO RELATIONSHIP 4.4.6 

3.2.2 

3.2.2 

Transport Materiel and Forces 

Conduct Sourcing 

Conduct Sourcing 

EQUIVALENT TO 

A1.3.3.5.1 Receive Order (PROCFUL-1) PART OF 

A1.3.3.5.2 Review Provider Options (PROCFUL-2) PART OF 3.2.2 Conduct Sourcing 

A1.3.3.5.3 Evaluate Sourcing Options (PROCFUL-3) PART OF 3.2.2 Conduct Sourcing 

A1.3.3.5.4 Select Providers and Negotiate (PROCFUL-4) PART OF 3.2.2 Conduct Sourcing 

A1.3.3.5.5 Confirm Order(s) with Supplier(s) (PROCFUL-5) PART OF 3.2.2 Conduct Sourcing 

A1.3.3.5.6 Create Sourcing Order(s) (PROCFUL-6) PART OF 3.2.2 Conduct Sourcing 

A1.3.3.5.7 Release Sourcing Order (options) (PROCFUL-7) PART OF 3.2.2 Conduct Sourcing 

A1.3.3.5.8 Verify Delivery at Destination (PROCFUL-8) PART OF 3.2.2 Conduct Sourcing 

A1.3.3.5.9 Close Sourcing Order (PROCFUL-9) PART OF 3.2.2 Conduct Sourcing 
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A1.4.1.1 Availability Due to Maintenance (TTR) NO RELATIONSHIP none none 

A1.4.1.2 Availability Due to Supply (SRT) NO RELATIONSHIP none none 

A1.4.1.3 Availability Due to Distribution and Admin Delay Time (DART) NO RELATIONSHIP none none 

A1.4.2.1 Request Management (RM) Cycle Time NO RELATIONSHIP none none 

A1.4.2.2 Order Fulfillment Cycle Time NO RELATIONSHIP none none 

A1.4.2.2.1 Order Management (OM) Cycle Time NO RELATIONSHIP none none 

A1.4.2.2.2 Order Entry to Product Ready to Ship NO RELATIONSHIP none none 

A1.4.2.2.2.1 Distribution Time NO RELATIONSHIP none none 

A1.4.2.2.2.1 
.1 

Distribution Capacity Management (DCM) Time NO RELATIONSHIP none none 

A1.4.2.2.2.1 
.2 

Transportation Time NO RELATIONSHIP none none 

A1.4.2.2.2.1 
.2.1 

Vendor Managed NO RELATIONSHIP none none 

A1.4.2.2.2.1 
.2.2 

Local Managed NO RELATIONSHIP none none 

A1.4.2.2.2.1 
.3 

Inventory Capacity Management (ICM) Time NO RELATIONSHIP none none 

A1.4.2.2.2.1 
.3.1 

Vendor Managed Inventory NO RELATIONSHIP none none 

A1.4.2.2.2.1 
.3.2 

Local Managed Inventory NO RELATIONSHIP none none 

A1.4.2.2.2.1 
.4 

Purchase Cycle Time NO RELATIONSHIP none none 

A1.4.2.2.2.1 
.5 

Total Source Cycle Time NO RELATIONSHIP none none 

A1.4.2.2.2.2 Maintenance Time NO RELATIONSHIP none none 

A1.4.2.2.2.2 
.1 

Maintenance Capacity Management (MCM) Time NO RELATIONSHIP none none 

A1.4.2.2.2.2 
.2 

Production Development Cycle Time NO RELATIONSHIP none none 

A1.4.2.2.2.2 
.3 

Make Cycle Time NO RELATIONSHIP none none 

A1.4.2.2.2.2 
.4 

Inspection Cycle Time NO RELATIONSHIP none none 

A1.4.2.2.2.2 
.5 

Maintenance Cycle Time NO RELATIONSHIP none none 

A1.4.2.2.2.2 
.5.1 

Time to Repair (TTR) NO RELATIONSHIP none none 

A1.4.2.2.2.2 
.5.2 

Evacuation Time NO RELATIONSHIP none none 

A1.4.2.3 Customer Service Recovery Cycle Time NO RELATIONSHIP none none 

A1.4.2.3.1 Product/Service Recovery Time NO RELATIONSHIP none none 

A1.4.3 Reliability: Quality Order Fulfillment NO RELATIONSHIP none none 

A1.4.3.1 Quality Order Fulfillment Maintenance/Distribution NO RELATIONSHIP none none 

A1.4.3.1.1 Order Delivered Complete Maintenance NO RELATIONSHIP none none 

A1.4.3.1.2 Repaired by Agreed upon Date NO RELATIONSHIP none none 

A1.4.3.2 Quality Order Fulfillment Supply/Distribution NO RELATIONSHIP none none 

A1.4.3.2.1 Order Delivered Complete Supply NO RELATIONSHIP none none 

A1.4.3.2.2 Order Delivered by Agreed upon Date NO RELATIONSHIP none none 

A1.4.4 Flexibility: Logistics Chain Capacity NO RELATIONSHIP none none 

A1.4.4.1 Upside Make Capacity NO RELATIONSHIP none none 

A1.4.4.2 Upside Warehouse Capacity NO RELATIONSHIP none none 

A1.4.4.2.1 Upside Warehouse Space Capacity NO RELATIONSHIP none none 

A1.4.4.2.2 Upside Personnel Capacity NO RELATIONSHIP none none 

A1.4.4.3 Upside Purchase Capacity NO RELATIONSHIP none none 

A1.4.4.4 Upside Transportation Capacity NO RELATIONSHIP none none 

A1.4.5 Expenses: Total Logistics Chain Expense NO RELATIONSHIP none none 

A1.4.5.1 Total Maintenance Expense NO RELATIONSHIP none none 

A1.4.5.2 Total Supply Expense NO RELATIONSHIP none none 

A1.4.5.3 Total Transportation Expense NO RELATIONSHIP none none 

A1.4.6 Assets: Asset Utilization NO RELATIONSHIP none none 

A1.4.6.1 Maintenance Asset Utilization NO RELATIONSHIP none none 

A1.4.6.1.1 Maintenance Personnel Utilization NO RELATIONSHIP none none 

A1.4.6.1.2 Maintenance Space Utilization NO RELATIONSHIP none none 

A1.4.6.1.3 Maintenance Equipment Utilization NO RELATIONSHIP none none 

A1.4.6.2 Supply Asset Utilization NO RELATIONSHIP none none 

A1.4.6.2.1 Supply Personnel Utilization NO RELATIONSHIP none none 

A1.4.6.2.1.1 Supply Personnel Manning NO RELATIONSHIP none none 

A1.4.6.2.1.2 Supply Personnel Time NO RELATIONSHIP none none 

A1.4.6.2.2 Warehouse Space Utilization NO RELATIONSHIP none none 

A1.4.6.2.3 Inventory Asset Utilization NO RELATIONSHIP none none 

A1.4.6.3 Transportation Asset Utilization NO RELATIONSHIP none none 

A1.4.6.3.1 Transportation Personnel Utilization NO RELATIONSHIP none none 

A1.4.6.3.2 Transportation Equipment Utilization NO RELATIONSHIP none none 
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A2 LOG C2 NO RELATIONSHIP none none 

A2.1 Plan NO RELATIONSHIP none none 

A2.1.1 Collaboratively Conduct Mission Analysis NO RELATIONSHIP none none 

A2.1.1.1 Receive Warning Order NO RELATIONSHIP none none 

A2.1.1.1.1 Analyze the Higher Commander's Intent NO RELATIONSHIP none none 

A2.1.1.1.2 Identify Operation Purpose NO RELATIONSHIP none none 

A2.1.1.1.3 Gather Essential Elements of Information (EEI) NO RELATIONSHIP none none 

A2.1.1.1.4 Identify Tasks NO RELATIONSHIP none none 

A2.1.1.1.5 Prepare and Refine Intelligence and IPB Products NO RELATIONSHIP none none 

A2.1.1.1.6 Analyze Centers of Gravity NO RELATIONSHIP none none 

A2.1.1.1.7 Convene and/or Alert Red Cell NO RELATIONSHIP none none 

A2.1.1.2 Conduct Collaborative Coalition Logistics Planning NO RELATIONSHIP none none 

A2.1.1.2.1 Determine Coalition Logistics Capabilities NO RELATIONSHIP none none 

A2.1.1.2.2 Initiate/Join Coalition Planning Collaboration NO RELATIONSHIP none none 

A2.1.1.2.3 Conduct Coalition Collaboration NO RELATIONSHIP none none 

A2.1.1.3 Develop Staff Estimates NO RELATIONSHIP none none 

A2.1.1.3.1 Determine Assumptions NO RELATIONSHIP none none 

A2.1.1.3.2 Review all Available Plans NO RELATIONSHIP none none 

A2.1.1.3.3 Identify Requests for Information NO RELATIONSHIP none none 

A2.1.1.3.4 Determine Logistics Requirements and Resource Availability NO RELATIONSHIP none none 

A2.1.1.3.5 Refine Available Assets and Identify Resource Shortfalls NO RELATIONSHIP none none 

A2.1.1.3.6 Refine Area of Interest and Area of Influence NO RELATIONSHIP none none 

A2.1.1.3.7 Identify Subject Matter Expertise Shortfalls NO RELATIONSHIP none none 

A2.1.1.3.8 Determine Additional Restraints and Constraints NO RELATIONSHIP none none 

A2.1.1.3.9 Determine/Logistics Preparation of the Battlespace NO RELATIONSHIP none none 

A2.1.1.3.10 Provide Recommended CCIRs NO RELATIONSHIP none none 

A2.1.1.4 Draft the Mission Statement NO RELATIONSHIP none none 

A2.1.1.5 Receive Commander's Approval for Plan NO RELATIONSHIP none none 

A2.1.1.5.1 Develop Mission Analysis Brief NO RELATIONSHIP none none 

A2.1.1.5.2 Initiate/Join Mission Analysis Collaboration Brief NO RELATIONSHIP none none 

A2.1.1.5.3 Conduct Mission Analysis Brief Collaboration NO RELATIONSHIP none none 

A2.1.1.5.4 Refine Commander's Intent and CCIRs NO RELATIONSHIP none none 

A2.1.1.5.5 Develop Commander's Planning Guidance NO RELATIONSHIP none none 

A2.1.1.5.5.1 Determine the Main Effort NO RELATIONSHIP none none 

A2.1.1.5.5.2 Develop Initial Scheme of Maneuver NO RELATIONSHIP none none 

A2.1.1.6 Draft Warning Order NO RELATIONSHIP none none 

A2.1.2 Collaboratively Develop Courses of Actions (COA) NO RELATIONSHIP none none 

A2.1.2.1 Conduct Pre-COA Development Analysis NO RELATIONSHIP none none 

A2.1.2.1.1 Update IPB NO RELATIONSHIP none none 

A2.1.2.1.2 Display Friendly Forces NO RELATIONSHIP none none 

A2.1.2.1.3 Assess Relative Combat Power NO RELATIONSHIP none none 

A2.1.2.1.4 Refine Center of Gravity Analysis NO RELATIONSHIP none none 

A2.1.2.2 Generate Initial COA NO RELATIONSHIP none none 

A2.1.2.2.1 Receive Initial COAs Proposal NO RELATIONSHIP none none 

A2.1.2.2.2 Provide Commander's Input Initial COAs NO RELATIONSHIP none none 

A2.1.2.2.3 Brainstorm Potential COAs NO RELATIONSHIP none none 

A2.1.2.2.4 Prioritize Potential COAs NO RELATIONSHIP none none 

A2.1.2.2.5 Discover Potential COA Differences NO RELATIONSHIP none none 

A2.1.2.2.6 Negotiate Potential COAs NO RELATIONSHIP none none 

A2.1.2.2.8 Build Consensus on COAs NO RELATIONSHIP none none 

A2.1.2.2.9 Synchronize and Act on Potential COAs NO RELATIONSHIP none none 

A2.1.2.2.10 Develop COA Graphic and Narrative NO RELATIONSHIP none none 

A2.1.2.2.11 Validate COA Graphic and Narrative against COA Criteria NO RELATIONSHIP none none 

A2.1.2.3 Conduct Commander's COA Briefing NO RELATIONSHIP none none 

A2.1.2.4 Modify/Select COA NO RELATIONSHIP none none 

A2.1.2.4.1 Develop Wargaming Guidance NO RELATIONSHIP none none 

A2.1.2.4.2 Develop Commander's Evaluation Criteria NO RELATIONSHIP none none 
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A2.1.3 Wargame COA NO RELATIONSHIP none none 

A2.1.3.1 Conduct COA Analysis NO RELATIONSHIP none none 

A2.1.3.1.1 Conduct COA Wargame NO RELATIONSHIP none none 

A2.1.3.1.2 Refine Staff Estimates of Supportability NO RELATIONSHIP none none 

A2.1.3.1.2.1 Refine IPB Products NO RELATIONSHIP none none 

A2.1.3.1.2.2 Refine Staff Estimates NO RELATIONSHIP none none 

A2.1.3.1.3 Prepare Branches and Sequels NO RELATIONSHIP none none 

A2.1.3.2 Provide COA Wargame Brief NO RELATIONSHIP none none 

A2.1.3.2.1 Develop COA Wargame Brief NO RELATIONSHIP none none 

A2.1.3.2.2 Joint/Initial Coalition Planning Collaboration NO RELATIONSHIP none none 

A2.1.3.2.3 Conduct COA Wargame Brief Collaboration NO RELATIONSHIP none none 

A2.1.3.2.4 Conduct COA Wargame Brief NO RELATIONSHIP none none 

A2.2 Decide NO RELATIONSHIP none none 

A2.2.1 Compare and Make COA Decision NO RELATIONSHIP none none 

A2.2.1.1 Perform COA Evaluation NO RELATIONSHIP none none 

A2.2.1.2 Perform COA Comparison NO RELATIONSHIP none none 

A2.2.1.3 Develop Decision Matrix NO RELATIONSHIP none none 

A2.2.1.4 Select (Preferred) COA NO RELATIONSHIP none none 

A2.2.1.4.1 Join/Initial COA Decision Brief Collaboration NO RELATIONSHIP none none 

A2.2.1.4.2 Conduct COA Decision Collaboration NO RELATIONSHIP none none 

A2.2.1.4.3 Develop COA Decision Brief NO RELATIONSHIP none none 

A2.2.1.5 Collaboratively Develop the CONOPS NO RELATIONSHIP none none 

A2.2.1.6 Update IPB Products NO RELATIONSHIP none none 

A2.2.1.7 Issue Warning Order NO RELATIONSHIP none none 

A2.2.2 Develop Orders NO RELATIONSHIP none none 

A2.2.2.1 Collaboratively Develop Plan/Order NO RELATIONSHIP none none 

A2.2.2.1.1 Refine IPB Products NO RELATIONSHIP none none 

A2.2.2.1.2 Review CONOPS NO RELATIONSHIP none none 

A2.2.2.1.3 Define Conditions NO RELATIONSHIP none none 

A2.2.2.1.4 Establish MOEs and MOPs NO RELATIONSHIP none none 

A2.2.2.1.5 Establish Collection Methodology NO RELATIONSHIP none none 

A2.2.2.1.6 Draft Plan/Order NO RELATIONSHIP none none 

A2.2.2.2 Reconcile Orders NO RELATIONSHIP none none 

A2.2.2.3 Crosswalk Orders NO RELATIONSHIP none none 

A2.2.2.4 Approve Plan/Order NO RELATIONSHIP none none 

A2.2.3 Conduct Transition NO RELATIONSHIP none none 

A2.2.3.1 Provide Transition Brief NO RELATIONSHIP none none 

A2.2.3.1.1 Develop Transition Brief NO RELATIONSHIP none none 

A2.2.3.1.2 Join/Initial Transition Brief Collaboration NO RELATIONSHIP none none 

A2.2.3.1.3 Conduct Transition Collaboration NO RELATIONSHIP none none 

A2.2.3.1.4 Conduct Transition Brief NO RELATIONSHIP none none 

A2.2.3.2 Conduct Transition Drill NO RELATIONSHIP none none 

A2.2.3.3 Provide Confirmation Brief NO RELATIONSHIP none none 

A2.2.3.3.1 Develop Confirmation Brief NO RELATIONSHIP none none 

A2.2.3.3.2 Join/Initial Confirmation Brief Collaboration NO RELATIONSHIP none none 

A2.2.3.3.3 Conduct Confirmation Collaboration NO RELATIONSHIP none none 

A2.2.3.3.4 Conduct Confirmation Brief NO RELATIONSHIP none none 

A2.2.3.4 Initiate/Integrate Logistics Chain NO RELATIONSHIP none none 

A2.2.3.4.1 Initiate Internal Logistics Capabilities NO RELATIONSHIP none none 

A2.2.3.4.2 Initiate/Source External Capabilities NO RELATIONSHIP none none 

A2.2.3.4.3 Conduct Other Services/Agencies Collaboration NO RELATIONSHIP none none 
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Log OA/PfM Federation Log Report As Of 17 DEC 2007 As Of 17 DEC 2007 

Section B.2 - Target (to-be) Log OA/PfM Federation 

From: Log OA/PfM V8.0 
Federation Category of 
Relationship FROM Log 

OA/PfM V8.0 TO BEA V4.1 

To: BEA V4.1 

Node # Activity Name Activity # Activity Name 
A2.3 Execute NO RELATIONSHIP none none 

A2.3.1 Execute Plans/Orders NO RELATIONSHIP none none 

A2.3.1.1 Receive/Issue Order/FRAGO NO RELATIONSHIP none none 

A2.3.1.1.1 Assign Mission, Tasks, and Responsibilities NO RELATIONSHIP none none 

A2.3.1.1.2 Prioritize and Allocate Resources NO RELATIONSHIP none none 

A2.3.1.2 Collaboratively Replan and Synchronize Operations NO RELATIONSHIP none none 

A2.3.1.2.1 Evaluate Branch Plans or Sequels NO RELATIONSHIP none none 

A2.3.1.2.2 Decide to Adapt Plan to Changing Situation NO RELATIONSHIP none none 

A2.3.1.2.3 Develop, Select New or Modify Existing COAs as Necessary NO RELATIONSHIP none none 

A2.3.1.2.4 Reallocate Resources/Forces as Needed NO RELATIONSHIP none none 

A2.3.1.2.5 Collaboratively and Dynamically Retask based on Changing 
Situation NO RELATIONSHIP none none 

A2.3.1.3 Conduct Rehearsals NO RELATIONSHIP none none 

A2.3.2 Monitor and Maintain Situational Awareness NO RELATIONSHIP none none 

A2.3.2.1 Monitor & Track Assets & Their Availability NO RELATIONSHIP none none 

A2.3.2.1.1 Assess Common Operating Picture NO RELATIONSHIP none none 

A2.3.2.1.2 Update CCIRs NO RELATIONSHIP none none 

A2.3.2.1.3 Set Alerts NO RELATIONSHIP none none 

A2.3.2.1.4 Receive and Distribute Mission Updates NO RELATIONSHIP none none 

A2.3.2.1.5 Display Tailored, Relevant Actionable Situational Information NO RELATIONSHIP none none 

A2.3.2.1.6 Maintain and Display Unit Readiness NO RELATIONSHIP none none 

A2.3.2.1.7 Maintain Situational Awareness NO RELATIONSHIP none none 

A2.3.2.1.7.1 Monitor Force/Asset Availability NO RELATIONSHIP none none 

A2.3.2.1.7.2 Monitor Operations Intelligence NO RELATIONSHIP none none 

A2.3.2.1.7.3 Monitor Integrated Information NO RELATIONSHIP none none 

A2.3.2.2 Monitor Execution Plans and Orders NO RELATIONSHIP none none 

A2.3.2.3 Evaluate Changing Situation/Impact NO RELATIONSHIP none none 

A2.3.2.3.1 Model and Simulate Plan NO RELATIONSHIP none none 

A2.3.2.3.2 Forecast NO RELATIONSHIP none none 

A2.4 Assess NO RELATIONSHIP none none 

A2.4.1 Evaluate End State NO RELATIONSHIP none none 

A2.4.1.1 Evaluate Mission Essential, Specified and Implied Tasks NO RELATIONSHIP none none 

A2.4.1.2 Assess/Validate MOEs and MOPs NO RELATIONSHIP none none 

A2.4.1.3 Evaluate Collection Methodology NO RELATIONSHIP none none 

A2.4.2 Monitor Execution and Assess Effects NO RELATIONSHIP none none 

A2.4.2.1 Collaboratively Perform Ongoing Assessments NO RELATIONSHIP none none 

A2.4.2.1.1 Collect Metrics NO RELATIONSHIP none none 

A2.4.2.1.2 Assess Conditions NO RELATIONSHIP none none 

A2.4.2.1.3 Conduct Assessment Collaboration NO RELATIONSHIP none none 

A2.4.2.1.4 Assess Compliance with CDR's Guidance & Intent NO RELATIONSHIP none none 

A2.4.2.2 Collaboratively Perform Post-Mission Assessment NO RELATIONSHIP none none 

A2.4.2.2.1 Collect Metrics NO RELATIONSHIP none none 

A2.4.2.2.2 Perform Trend Analysis NO RELATIONSHIP none none 

A2.4.2.2.3 Conduct Assessment Collaboration NO RELATIONSHIP none none 

A2.4.2.2.4 Assess Compliance with CDR's Guidance and Intent NO RELATIONSHIP none none 

A3.1 Acquisition Mgmt NO RELATIONSHIP 3.2.4 Conduct Acquisition Logistics 

A3.2 Post Fielding Op Spt NO RELATIONSHIP none none 

A3.3 Logistics Technologies NO RELATIONSHIP none none 

A4.1 Environmental Mgmt PART OF 4.2 Perform Installations Support 

A4.1.1 Compliance Assessment PART OF 4.2 Perform Installations Support 

A4.1.2 Environmental Planning and Budgeting PART OF 4.2 Perform Installations Support 

A4.1.3 Technology Assessment PART OF 4.2 Perform Installations Support 

A4.1.4 Environmental Information/Data Mgmt PART OF 4.2 Perform Installations Support 

A4.2 Environmental Restoration PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.2.1 Fuel Spill Monitoring and Cleanup PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.2.2 Solvent Attenuation and Transport Modeling PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.2.3 Site Assessment Systems PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.2.4 Aquifer Evaluation Systems PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.2.5 Environmental Restoration Mgmt PART OF 5 Perform Environment Safety and Occupational Health Service 

DON Enterprise Architecture Federation Pilot Initiative  -- Final Report Page 99 



Log OA/PfM Federation Log Report As Of 17 DEC 2007 As Of 17 DEC 2007 

Section B.2 - Target (to-be) Log OA/PfM Federation 

From: Log OA/PfM V8.0 
Federation Category of 
Relationship FROM Log 

OA/PfM V8.0 TO BEA V4.1 

To: BEA V4.1 

Node # Activity Name Activity # Activity Name 
A4.3 Hazardous Material Mgmt PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.3.1 Shore Hazardous Material Mgmt PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.3.2 Afloat Hazardous Material Mgmt PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.3.3 Toxic Release Inventory (TRI) Reporting PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.3.4 Munitions Release Reporting PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.3.5 Emergency Response Mgmt PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.3.6 Hazardous Material Databases PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.3.7 Depot Hazardous Material Mgmt PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.4 Air PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.4.1 Air Emissions Tracking and Reporting PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.4.2 Air Emissions Modeling PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.4.3 Refrigerant Compliance Mgmt PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.4.4 Local/State/Federal Mandated Programs PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.4.5 Particulate Emissions Mgmt PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.4.6 Indoor Air Quality PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.5 Water PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.5.1 Ground Water Modeling Systems PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.5.2 Waste Water Management Systems PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.5.3 Storm Water Management Systems PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.5.4 State Mandated Water Monitoring Systems PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.6 Natural Resources NO RELATIONSHIP none none 

A4.6.1 Wildlife Mgmt NO RELATIONSHIP none none 

A4.6.2 Forest Mgmt NO RELATIONSHIP none none 

A4.7 Laboratory NO RELATIONSHIP none none 

A4.7.1 Field Sample Tracking NO RELATIONSHIP none none 

A4.7.2 Laboratory Sample Tracking NO RELATIONSHIP none none 

A4.7.3 Laboratory Sample Source Tool NO RELATIONSHIP none none 

A4.8 Waste PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.8.1 Hazardous Waste Management/Tracking/Reporting PART OF 5 Perform Environment Safety and Occupational Health Service 

A4.8.2 Hazardous Waste Simple Reporting PART OF 5 Perform Environment Safety and Occupational Health Service 
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Log OA/PfM Federation Log Report As Of 17 DEC 2007 As Of 17 DEC 2007 

Section B.2 - Target (to-be) Log OA/PfM Federation 

From: Log OA/PfM V8.0 
Federation Category of 
Relationship FROM Log 

OA/PfM V8.0 TO BEA V4.1 

To: BEA V4.1 

Node # Activity Name Activity # Activity Name 
A4.9 Data Sources NO RELATIONSHIP none none 

A4.9.1 Environmental NO RELATIONSHIP none none 

A4.9.1.1 Environmental Compliance Mgmt NO RELATIONSHIP none none 

A4.9.1.2 Environmental Conservation NO RELATIONSHIP none none 

A4.9.1.3 Environmental Pollution Prevention NO RELATIONSHIP none none 

A4.9.2 Facility Support NO RELATIONSHIP none none 

A4.9.2.1 Base Support Vehicle & Equip NO RELATIONSHIP none none 

A4.9.2.1.1 Base Support Vehicle & Equipment Fleet Maintenance NO RELATIONSHIP none none 

A4.9.2.1.2 Base Support Vehicle & Equipment Fleet Mgmt NO RELATIONSHIP none none 

A4.9.2.1.3 Base Support Vehicle & Equipment Operations NO RELATIONSHIP none none 

A4.9.2.1.4 Base Support Vehicle & Equipment Planning Analysis NO RELATIONSHIP none none 

A4.9.2.2 Facility Mgmt NO RELATIONSHIP none none 

A4.9.2.2.1 Facility Mgmt and Admin NO RELATIONSHIP none none 

A4.9.2.2.1.1 Facilities Requirement Planning/Analysis NO RELATIONSHIP none none 

A4.9.2.2.1.2 Facility Space Management/Planning NO RELATIONSHIP none none 

A4.9.2.2.1.3 Installation/Regional Planning NO RELATIONSHIP none none 

A4.9.2.2.1.4 Long Range Facilities Maintenance Planning NO RELATIONSHIP none none 

A4.9.2.2.2 Real Estate NO RELATIONSHIP none none 

A4.9.2.2.2.1 Real Estate Administration NO RELATIONSHIP none none 

A4.9.2.2.2.2 Real Estate Property Portfolio NO RELATIONSHIP none none 

A4.9.2.2.2.3 Real Estate Property Strategic Programming & Budget Planning NO RELATIONSHIP none none 

A4.9.2.3 Facility Services NO RELATIONSHIP none none 

A4.9.2.3.1 Services Contract Mgmt NO RELATIONSHIP none none 

A4.9.2.3.2 Services Planning and Analysis NO RELATIONSHIP none none 

A4.9.2.3.3 Services Work Mgmt NO RELATIONSHIP none none 

A4.9.2.4 Sustainment, Restoration, & Modernization NO RELATIONSHIP none none 

A4.9.2.4.1 Facility Construction/Contract Mgmt NO RELATIONSHIP none none 

A4.9.2.4.2 Facility Engineering and Design NO RELATIONSHIP none none 

A4.9.2.4.3 Facility Maintenance Work Execution NO RELATIONSHIP none none 

A4.9.2.4.4 Facility Program/Project Mgmt NO RELATIONSHIP none none 

A4.9.2.4.5 Facility Sustainment, Restoration and Modernization (SRM) 
Readiness NO RELATIONSHIP none none 

A4.9.2.4.6 Installation Readiness NO RELATIONSHIP none none 

A4.9.2.4.7 Planning and Estimating NO RELATIONSHIP none none 

A4.9.2.5 Utilities NO RELATIONSHIP none none 

A4.9.2.5.1 Utilities Mgmt NO RELATIONSHIP none none 

A4.9.2.5.2 Utilities Operations NO RELATIONSHIP none none 

A4.9.2.5.3 Utilities Planning/Analysis NO RELATIONSHIP none none 

A4.10 Community Support PART OF 4.2 Perform Installations Support 

A4.10.1 Housing PART OF 4.2 Perform Installations Support 

A4.10.1.1 Bachelor Quarters Operations PART OF 4.2 Perform Installations Support 

A4.10.1.2 Family Housing PART OF 4.2 Perform Installations Support 

A4.10.2 Personnel Support PART OF 4.2 Perform Installations Support 

A4.11 Installation/Facilities Support Databases NO RELATIONSHIP none none 

Federation Categories 

EQUIVALENT TO 
PART OF 
SIMILAR TO 
NO RELATIONSHIP 
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12.0 Appendix D: Log OA-BEA Pilot Federation Log 
This Federation Log captures the alignment of the USMC Log OA activities to the activities of BEA. 

Log OA/PfM Federation Log Report As Of 05Dec07 

Section A - Purpose & Approach 

Section A.1 - Federation Purpose 

Item # Item Description Item Response 

A.1.1  Is the Federation Mandated?   [If Yes, specify by whom & what below] 

A.1.1.1 By whom is the Federation mandated? 

A.1.1.2 By what directive/regulation/order is the Federation mandated? 

A.1.2  If Not Mandated, why Federate? 

A.1.3 Are There Tangible Expected Federation Benefits? [If Yes, list them 
below] 

A.1.3.1 Objective #1 
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A.1.3.2 Objective #2 

A.1.3.3 Objective #3 

A.1.3.4 Objective #4 

A.1.4 Reference Architecture 

Section A.2 - Federation Approach 

Item # Task 

A.2.1 Locate the Current (as-is) Log OA/Pfm OV-5 

A.2.2 Locate the Target (to-be) Log OA/Pfm OV-5 

A.2.3 Locate the Current (as-is) BEA OV-5 

A.2.4 Locate the Target (to-is) BEA OV-5 

A.2.5 Map lowest levels of OV-5's 

A.2.6 Conduct Federation Mapping Pairs Relationship Classification 

A.2.7 Enter Federation Results into AV-1 Federation Log 

Section B - Mapping Matches 
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Section B.1 - Current (as-be) Log OA/PfM Federation 

To: BEA V4.1

Activity 
# Activity Name 

Federation Category of 
Relationship FROM 
LogOA/PfM V8.0 TO 
BEA V4.1 

OV-5 For Current (as-is) Log OA/PfM Is Not Available 

Section B.2 - Target (to-be) Log OA/PfM Federation (excerpt from whole list) 

From: Log OA/PfM V8.0 

Node # Activity Name 

A0 

A1 

Conduct Logistics 

LCM 

NO 
RELATIONSHIP 

NO 
RELATIONSHIP 

A1.2 Logistics Management NO 
RELATIONSHIP 

A1.2.1 Production Management NO 
RELATIONSHIP 

A1.2.1.1 Inventory Operations Mgmt (INVOPS) SIMILAR TO 4.3 
Perform Build and Make 
and Maintenance and 
Sustainment 

A1.2.1.1.1 Receive Order (INVOPS-1) PART OF 4.4.2 Consolidate Orders into 
Conveyance-Based Loads 
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A1.2.1.1.2 Sort and Group Orders (INVOPS-2) PART OF 4.4.2 Consolidate Orders into 
Conveyance-Based Loads 

A1.2.1.1.3 Schedule and Reserve Specific 
Resources (INVOPS-3) EQUIVALENT TO 4.4.1 Identify and Reserve 

Supply Chain Resources 

A1.2.1.1.4 Manage/Coordinate, Measure, Evaluate 
(INVOPS-4) 

NO 
RELATIONSHIP 

A1.2.1.1.5 
Adjust Schedule and/or 
Productions/Operations Resources as 
Required (INVOPS-5) 

PART OF 4.4.1 Identify and Reserve 
Supply Chain Resources 

A1.2.1.2 Maintenance Operations Mgmt 
(MNTOPS) SIMILAR TO 4.3 

Perform Build and Make 
and Maintenance and 
Sustainment 

A1.2.1.2.1 Receive Order (MNTOPS-1) PART OF 4.4.2 Consolidate Orders into 
Conveyance-Based Loads 

A1.2.1.2.2 Sort and Group Orders (MNTOPS-2) PART OF 4.4.2 Consolidate Orders into 
Conveyance-Based Loads 

A1.2.1.2.3 Schedule and Reserve Resources 
(MNTOPS-3) EQUIVALENT TO 4.4.1 Identify and Reserve 

Supply Chain Resources 

A1.2.1.2.4 Manage/Coordinate, Measure, Evaluate 
(MNTOPS-4) 

NO 
RELATIONSHIP 

A1.2.1.2.5 
Adjust Schedule and/or 
Production/Operations Resources as 
Required (MNTOPS-5) 

PART OF 4.4.1 Identify and Reserve 
Supply Chain Resources 

A1.2.1.3 Distribution Operations Mgmt 
(DSTOPS) SIMILAR TO 4.4 Deliver Property and 

Forces 
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A1.2.1.3.1 Receive Order (DSTOPS-1) PART OF 4.4.2 Consolidate Orders into 
Conveyance-Based Loads 

A1.2.1.3.2 Sort and Group Orders (DSTOPS-2) PART OF 4.4.2 Consolidate Orders into 
Conveyance-Based Loads 

A1.2.1.3.3 Schedule and Reserve Resources 
(DSTOPS-3) EQUIVALENT TO 4.4.1 Identify and Reserve 

Supply Chain Resources 

A1.2.1.3.4 Manage/Coordinate, Measure, Evaluate 
(DSTOPS-4) 

NO 
RELATIONSHIP 

A1.2.1.3.5 
Adjust Schedule and/or 
Production/Operations Resources as 
Required (DSTOPS-5) 

PART OF 4.4.1 Identify and Reserve 
Supply Chain Resources 

A1.2.1.4 Procurement Operations Mgmt 
(PROCOPS) SIMILAR TO 3.2.2 Conduct Sourcing 

A1.2.1.4.1 Receive Order (PROCOPS-1) NO 
RELATIONSHIP 

A1.2.1.4.2 Sort and Group Orders (PROCOPS-2) NO 
RELATIONSHIP 

A1.2.1.4.3 Schedule and Reserve Resources 
(PROCOPS-3) 

NO 
RELATIONSHIP 

A1.2.1.4.4 Manage/Coordinate, Measure, Evaluate 
(PROCOPS-4) 

NO 
RELATIONSHIP 

A1.2.1.4.5 
Adjust Schedule and/or 
Production/Operations Resources as 
Required (PROCOPS-5) 

NO 
RELATIONSHIP 
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A1.2.1.5 Maintenance Production/Operations 
Scheduling (MNTSCH) SIMILAR TO 4.3 

Perform Build and Make 
and Maintenance and 
Sustainment 

A1.2.1.5.1 Develop Tentative Schedule 
(MNTSCH-1) PART OF 4.4.1 Identify and Reserve 

Supply Chain Resources 

A1.2.1.5.2 Finalize Schedule with Stakeholders 
(MNTSCH-2) PART OF 4.4.1 Identify and Reserve 

Supply Chain Resources 

A1.2.1.5.3 Issue Production/Operations Schedule 
and BOM (MNTSCH-3) PART OF 4.4.1 Identify and Reserve 

Supply Chain Resources 

A1.2.1.5.4 Measure, Review, Evaluate (MNTSCH-
4) 

NO 
RELATIONSHIP 

A1.2.1.5.5 Replan (MNTSCH-5) PART OF 4.4.1 Identify and Reserve 
Supply Chain Resources 

Federation 
Categories 

EQUIVALENT TO 

PART OF 

SIMILAR TO 

NO 
RELATIONSHIP 
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13.0 Appendix E: USMC-USTC Pilot Federation Log 
This Federation Log captures the alignment of the USMC Log OA activities to the activities of USTC’s JDDA. The scope of Log OA 
activities was constrained to only the activities that apply to a specific use-case scenario from the Log OA: Basic Distribution for 
Product Fulfillment of a Stocked Item. 

Log OA/PfM Federation Log Report As Of 05 Dec 2007 

Section A - Purpose & Approach 

Section A.1 - Federation Purpose 

Item # Item Description Item Response 

A.1.1 Is the Federation Mandated?  [If Yes, specify by whom & what 
below] No 

A.1.1.1 By whom is the Federation mandated? 

A.1.1.2 By what directive/regulation/order is the Federation mandated? 

A.1.2 If Not Mandated, why Federate? This federation was performed as a pilot effort for DON and NII. 

A.1.3 Are There Tangible Expected Federation Benefits?  [If Yes, list 
them below]    Yes 

A.1.3.1 Objective #1 Provide insight into federation’s ability to aid system and capability 
development 
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A.1.3.2 Objective #2 Identify opportunities for expanding the USMC Logistics 
Operational Architecture (Log OA) 

A.1.3.3 Objective #3 Demonstrate a proof of concept for the technical aspects of 
remotely accessing architecture repositories 

A.1.3.4 Objective #4 

A.1.4 Reference Architecture USTRANCOM Joint Distribution and Deployment Architecture 
(JDDA) 

Section A.2 - Federation Approach 

Item # Task 

A.2.1 Locate the Current (as-is) Log OA/Pfm OV-5 

A.2.2 Locate the Target (to-be) Log OA/Pfm OV-5 

A.2.3 Locate the Current (as-is) BEA OV-5 

A.2.4 Locate the Target (to-is) BEA OV-5 

A.2.5 Map lowest levels of OV-5's 

A.2.6 Conduct Federation Mapping Pairs Relationship Classification 

A.2.7 Enter Federation Results into AV-1 Federation Log 

Section B - Mapping Matches 
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Section B.1 - Current (as-is) Log OA Federation 

OV-5 For Current (as-is) Log OA Is Not Available 

Section B.2 - Target (to-be) Log OA 

From: Log OA To: JDDA Federation 
Category of  
Relationship 
FROM Log 

OA TO JDDANode # Activity Name Activity 
# Activity Name 

A0 Conduct Logistics Not defined 

A1 LCM Not defined 

A1.2 Logistics Management Not defined 

A1.2.1 Production Management Not defined 

A1.2.1.3 Distribution Operations 
Mgmt (DSTOPS) Not defined 

A1.2.1.3.1 Receive Order (DSTOPS-1) Not defined 

A1.2.1.3.2 Sort and Group Orders 
(DSTOPS-2) D1.4.1 

Manage orders  to group into 
economical issues within issue 
schedule requirements Not defined 

A1.2.1.3.3 Schedule and Reserve S1.1.1 Identify sources of supply Not defined 
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Resources (DSTOPS-3) S1.1.2 Select supplier Not defined 

S1.1.3 Negotiate Contracts Not defined 

S3.2.3 Negotiate contracts Not defined 

D1.3.1 Process order and reserve inventory or 
resources Not defined 

D1.3.2 
Schedule issue to conform with 
Distribution Pipeline capabilities and 
customer requirements Not defined 

D1.3.3 
Provide issue schedule or release 
documentation to customer and 
distribution community Not defined 

D1.7.2 Select carrier Not defined 

A1.2.1.3.4 
Manage/Coordinate, 
Measure, Evaluate 
(DSTOPS-4) 

ES.2.1 Conduct Performance Measurements 
Not defined 

ES.2.2 Analyze measurement data 
Not defined 

ES.2.3 Prepare feedback reports Not defined 

ES.3.1 Collect, sort and define hierarchy of 
information on suppliers/vendors Not defined 

ES.3.2 Manage configuration control Not defined 

ES.3.3 
Maintain supplier profile data, 
financials, quality and delivery 
performance Not defined 
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ES.6.1 Analyze incoming supplier delivery 
information Not defined 

ES.6.2 Develop supplier delivery 
recommendation Not defined 

ED.3.1 Capture performance data by node Not defined 

ED.3.3 Analyze distribution pipeline 
performance Not defined 

ED.3.4 Adjust distribution plan Not defined 

ED.6.1 Define and maintain asset/commodity 
information Not defined 

ED.6.2 Define and maintain consolidation and 
containerization information Not defined 

ED.6.3 Define and maintain conveyance 
information Not defined 

ED.6.4 Define and maintain routes and rates Not defined 

ED.6.5 
Define and maintain Distribution 
System capacity and utilization 
information Not defined 

ED.6.6 Maintain customer delivery 
information Not defined 

ER.1.1 Monitor return rules compliance in 
return distribution pipeline Not defined 

ER.1.3 Align return policies with distribution 
strategy, goals and objectives Not defined 
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ER.2.1 Develop return customer distribution 
performance metrics Not defined 

ER.2.2 Measure actual return performance 
against standard Not defined 

ER.2.3 Develop COAs to achieve targeted 
performance level Not defined 

ER.3.1 Collect return data Not defined 

ER.3.2 Cleanse return data Not defined 

ER.3.3 Integrate return data Not defined 

ER.3.4 Maintain return data Not defined 

ER.7.2 Analyze return network Not defined 

ER.7.3 Maintain and adjust return network Not defined 

A1.2.1.3.5 Adjust Schedule and/or 
Production/Operations 
Resources as Required 
(DSTOPS-5) 

S1.1.4 Review inventory levels Not defined 

S1.1.5 Match inventory levels with sourcing 
plan or other pull signal Not defined 

D1.3.1 Process order and reserve inventory or 
resources Not defined 

D1.3.2 
Schedule issue to conform with 
Distribution Pipeline capabilities and 
customer requirements Not defined 

D1.3.3 
Provide issue schedule or release 
documentation to customer and 
distribution community Not defined 
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D1.7.2 Select carrier Not defined 

A1.2.2 Capacity Management Not defined 

A1.2.2.6 
Distribution Capacity 
Operations Mgmt 
(DSTCAPOPS) Not defined 

A1.2.2.6.1 
Receive Advance Notice 
and/or Order 
(DSTCAPOPS-1) Not defined 

A1.2.2.6.2 Sort and Group Orders 
(DSTCAPOPS-2) D1.4.1 

Manage orders  to group into 
economical issues within issue 
schedule requirements Not defined 

A1.2.2.6.3 
Schedule and Reserve 
Capacity/Capability 
(DSTCAPOPS-3) 

S1.1.1 Identify sources of supply Not defined 

S1.1.2 Select supplier Not defined 

S1.1.3 Negotiate Contracts Not defined 

S3.2.3 Negotiate contracts Not defined 

D1.3.1 Process order and reserve inventory or 
resources Not defined 

D1.5.2 Optimize transportation, shipments, 
and modes Not defined 

D1.10.5 Schedule movements Not defined 

A1.2.2.6.4 Manage/Coordinate, 
Measure, Evaluate 
(DSTCAPOPS-4) 

ES.2.1 Conduct Performance Measurements Not defined 

ES.2.2 Analyze measurement data Not defined 
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ES.2.3 Prepare feedback reports Not defined 

ES.3.1 Collect, sort and define hierarchy of 
information on suppliers/vendors Not defined 

ES.3.2 Manage configuration control Not defined 

ES.3.3 
Maintain supplier profile data, 
financials, quality and delivery 
performance Not defined 

ES.4.1 Establish inventory levels and locations Not defined 

ES.4.3 Maintain physical inventory and 
inventory information Not defined 

ES.4.4 Manage warehouse Not defined 

ES.4.5 Maintain TAV Not defined 

D1.6.5 Obtain transportation plan approval Not defined 

D1.6.6 Determine and coordinate security Not defined 

D1.10.5 Schedule movements Not defined 

D1.10.9 Provide command and control over 
movements in the DTS Not defined 

ED.4.1 Maintain inventory Not defined 

ED.4.2 Establish inventory level Not defined 

ED.4.3 Develop and update replenishment 
models Not defined 
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ED.4.4 Manage product ownership Not defined 

ED.4.5 Determine product mix and configured 
loads Not defined 

ED.4.6 Establish and maintain stocking 
locations Not defined 

ED.6.1 Define and maintain asset/commodity 
information Not defined 

ED.6.2 Define and maintain consolidation and 
containerization information Not defined 

ED.6.3 Define and maintain conveyance 
information Not defined 

ED.6.4 Define and maintain routes and rates Not defined 

ED.6.5 
Define and maintain Distribution 
System capacity and utilization 
information Not defined 

ED.6.6 Maintain customer delivery 
information Not defined 

ED.7.2 Monitor the distribution channel for a 
specific product line  Not defined 

ER.1.1 Monitor return rules compliance in 
return distribution pipeline Not defined 

ER.1.3 Align return policies with distribution 
strategy, goals and objectives Not defined 

ER.2.1 Develop return customer distribution 
Not defined 
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performance metrics 

ER.2.2 Measure actual return performance 
against standard Not defined 

ER.2.3 Develop COAs to achieve targeted 
performance level Not defined 

ER.3.1 Collect return data Not defined 

ER.3.2 Cleanse return data Not defined 

ER.3.3 Integrate return data Not defined 

ER.3.4 Maintain return data Not defined 

A1.2.2.6.5 

Adjust Schedule and/or 
Available 
Capacity/Capability as 
Required (DSTCAPOPS-5) 

P4.3.3 Adjust resource positioning Not defined 

S1.1.4 Review inventory levels Not defined 

S1.1.5 Match inventory levels with sourcing 
plan or other pull signal Not defined 

Provide issue schedule or release 
D1.3.3 documentation to customer and 

distribution community Not defined 

D1.4.2 Manage Order exceptions Not defined 

A1.3 Execution Not defined 

A1.3.1 Request Management Not defined 

A1.3.1.4 Request Management 
Service (Distribution) 

Not defined 
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(RMS(D)) 

A1.3.1.4.1 Identify Requirement 
(RMS(D)-1) Not defined 

A1.3.1.4.2 Validate Requirement 
(RMS(D)-2) Not defined 

A1.3.1.4.3 Generate Request (RMS(D)-
3) Not defined 

A1.3.1.4.4 Authorize/Approve Request 
(RMS(D)-4) Not defined 

A1.3.1.4.5 Submit Request (RMS(D)-
5) Not defined 

A1.3.1.4.6 Receive Request (RMS(D)-
6) Not defined 

A1.3.1.4.7 Process Request (RMS(D)-
7) Not defined 

A1.3.1.4.8 Validate Request (RMS(D)-
8) Not defined 

A1.3.2 Order Management Not defined 

A1.3.2.4 
Order Management (pre) 
Service (Distribution) 
(OMS(D) - Pre) Not defined 

A1.3.2.4.1 Generate Order (OMS(D)-1) D1.1.1 Respond real-time 
to customer request Not defined 

D1.1.2 Route customer request Not defined 
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D1.1.3 Research request Not defined 

D1.1.4 Contact customer with response Not defined 

A1.3.2.4.2 Determine/Confirm Source 
for Fulfillment (OMS(D)-2) D1.3.1 Process order and reserve inventory or 

resources Not defined 

A1.3.2.4.3 Confirm Order (OMS(D)-3) D1.3.3 
Provide issue schedule or release 
documentation to customer and 
distribution community Not defined 

A1.3.2.4.4 Commit/Obligate Funds 
(OMS(D)-4) D1.3.1 Process order and reserve inventory or 

resources Not defined 

A1.3.2.4.5 Reserve/Schedule Assets 
(OMS(D)-5) 

D1.3.1 Process order and reserve inventory or 
resources Not defined 

D1.3.2 
Schedule issue to conform with 
Distribution Pipeline capabilities and 
customer requirements Not defined 

D1.7.2 Select carrier Not defined 

A1.3.2.8 
Order Management (post) 
Service (Distribution) 
(OMS(D) - Post) Not defined 

A1.3.2.8.1 Manage/Coordinate, 
Measure, Evaluate 
Components or Quality 
Order (OMS(D)-6) 

ES.2.1 Conduct Performance Measurements Not defined 

ES.2.2 Analyze measurement data Not defined 

ES.2.3 Prepare feedback reports Not defined 

ES.3.1 Collect, sort and define hierarchy of 
information on suppliers/vendors Not defined 
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ES.3.2 Manage configuration control Not defined 

ES.3.3 
Maintain supplier profile data, 
financials, quality and delivery 
performance Not defined 

ES.4.1 Establish inventory levels and locations Not defined 

ES.4.3 Maintain physical inventory and 
inventory information Not defined 

ES.4.4 Manage warehouse Not defined 

ES.4.5 Maintain TAV Not defined 

ES.6.1 Analyze incoming supplier delivery 
information Not defined 

ES.6.2 Develop supplier delivery 
recommendation Not defined 

ED.3.1 Capture performance data by node Not defined 

ED.3.3 Analyze distribution pipeline 
performance Not defined 

ED.3.4 Adjust distribution plan Not defined 

ED.4.1 Maintain inventory Not defined 

ED.4.2 Establish inventory level Not defined 

ED.4.3 Develop and update replenishment 
models Not defined 
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ED.4.4 Manage product ownership Not defined 

ED.4.5 Determine product mix and configured 
loads Not defined 

ED.4.6 Establish and maintain stocking 
locations Not defined 

ED.6.1 Define and maintain asset/commodity 
information Not defined 

ED.6.2 Define and maintain consolidation and 
containerization information Not defined 

ED.6.3 Define and maintain conveyance 
information Not defined 

ED.6.4 Define and maintain routes and rates Not defined 

ED.6.5 
Define and maintain Distribution 
System capacity and utilization 
information Not defined 

ED.6.6 Maintain customer delivery 
information Not defined 

ER.1.1 Monitor return rules compliance in 
return distribution pipeline Not defined 

ER.1.3 Align return policies with distribution 
strategy, goals and objectives Not defined 

ER.2.1 Develop return customer distribution 
performance metrics Not defined 

ER.2.2 Measure actual return performance 
Not defined 
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against standard 

ER.2.3 Develop COAs to achieve targeted 
performance level Not defined 

ER.3.1 Collect return data Not defined 

ER.3.2 Cleanse return data Not defined 

ER.3.3 Integrate return data Not defined 

ER.3.4 Maintain return data Not defined 

A1.3.2.8.2 Verify Receipt (OMS(D)-7) D1.11.1 PROCESS Customer RECEIPTS Not defined 

A1.3.2.8.3 Expense/Liquidate 
(OMS(D)-8) 

S1.5.1 Certify payment Not defined 

D1.13.1 Provide shipping confirmation for order 
payment Not defined 

D1.13.3 Process billing Not defined 

D1.13.4 
UPDATE USER 
FINANCIAL/INVENTORY 
RECORDS Not defined 

A1.3.2.8.4 Close Order (OMS(D)-9) 

D1.13.1 Provide shipping confirmation for order 
payment Not defined 

D1.13.3 Process billing Not defined 

D1.13.4 
UPDATE USER 
FINANCIAL/INVENTORY 
RECORDS Not defined 
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A1.3.3 Fulfillment Not defined 

A1.3.3.4 Distribution Fulfillment 
(OFS(D)) Not defined 

A1.3.3.4.1 Receive Service Order 
(OFS(D)-1) Not defined 

A1.3.3.4.2 Select Transportation Mode 
(OFS(D)-2) 

D1.5.2 Optimize transportation, shipments, 
and modes Not defined 

D1.6.7 Obtain tenders/contracts/bids for 
transportation service Not defined 

DR1.4.1 Consolidate returns into destination and 
conveyance based loads Not defined 

A1.3.3.4.3 Build Load Plan Based on 
Mode (OFS(D)-3) 

D1.5.1 Determine delivery location and 
conditions Not defined 

D1.5.3 Develop consolidation, load or stow 
plans Not defined 

DR1.4.1 Consolidate returns into destination and 
conveyance based loads Not defined 

A1.3.3.4.4 Consolidate Orders by 
Mode/Location (OFS(D)-4) D1.4.1 

Manage orders  to group into 
economical issues within issue 
schedule requirements Not defined 

D1.5.1 Determine delivery location and 
conditions Not defined 

D1.5.3 Develop consolidation, load or stow 
plans Not defined 
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D1.6.1 Plan load consolidation Not defined 

DR1.4.1 Consolidate returns into destination and 
conveyance based loads Not defined 

A1.3.3.4.5 Rate & Route Shipment 
(OFS(D)-5) 

D1.5.1 Determine delivery location and 
conditions Not defined 

D1.6.2 Determine transportation  routing 
requirements Not defined 

D1.6.3 Determine transportation availability Not defined 

D1.6.7 Obtain tenders/contracts/bids for 
transportation service Not defined 

D1.13.2 Provide transportation billing 
information Not defined 

DR1.4.3 Generate all shipping documentation 
and identification devices Not defined 

A1.3.3.4.6 
Evaluate Carrier Capability, 
Availability, Cost (OFS(D)-
6) 

D1.6.3 Determine transportation availability Not defined 

D1.7.1 Compare carriers based upon service 
and cost Not defined 

D1.10.10 Approve/Clear Shipments Not defined 

D1.13.2 Provide transportation billing 
information Not defined 

A1.3.3.4.7 Select Carrier & Arrange 
Pickup (OFS(D)-7) 

D1.7.2 Select carrier Not defined 

D1.7.3 BOOK SHIPMENT.2 Not defined 
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D1.7.4 Process and transmit plan to carrier Not defined 

A1.3.3.4.8 Build Load Sequence Plan 
(OFS(D)-8) 

D1.5.1 Determine delivery location and 
conditions Not defined 

D1.5.3 Develop consolidation, load or stow 
plans Not defined 

DR1.4.1 Consolidate returns into destination and 
conveyance based loads Not defined 

A1.3.3.4.9 Schedule Resources 
(OFS(D)-9) 

D1.3.1 Process order and reserve inventory or 
resources Not defined 

D1.5.2 Optimize transportation, shipments, 
and modes Not defined 

DR1.4.4 Schedule movements Not defined 

A1.3.3.4.10 Execute Load (OFS(D)-10) 

D1.10.1 Inspect vehicle prior to loading Not defined 

D1.10.2 Consolidate orders into destination and 
conveyance based loads Not defined 

D1.10.3 Load Sea vans, commercial containers, 
463L pallets and vehicles Not defined 

DR1.4.2 Load Sea vans, commercial containers, 
463L pallets and vehicles Not defined 

A1.3.3.4.11 
Generate Shipping 
Documents & Load Orders 
(OFS(D)-11) 

D1.10.4 Generate all shipping documentation 
and identification devices Not defined 

DR1.4.3 Generate all shipping documentation 
and identification devices Not defined 

DON Enterprise Architecture Federation Pilot Initiative -- Final Report Page 125 



A1.3.3.4.12 Ship Load to Destination 
(OFS(D)-12) 

D1.10.6 Move shipment to intermediate/transit 
points Not defined 

D1.10.7 Process shipment at intermediate/transit 
points Not defined 

D1.10.8 Move shipment to final delivery point Not defined 

DR1.4.5 Move shipment to intermediate/transit 
points Not defined 

DR1.4.6 Process shipment at intermediate/transit 
points Not defined 

DR1.4.7 Move shipment to final delivery point Not defined 

A1.3.3.4.13 Offload at Destination 
(OFS(D)-13) 

D1.11.1 PROCESS Customer RECEIPTS Not defined 

D1.11.2 Inspect shipment for condition, 
conformance, quality and quantity Not defined 

D1.11.3 Document receipt and report Not defined 

DR1.4.8 Receive return at final destination Not defined 
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14.0 Appendix F: BEA 4.1 Operational Activity Hierarchy Report 

BEA 4.1 
Operational Activity Hierarchy Report 

A0 - Manage the Department of Defense Business Mission 
A1 - Execute the DoD Decision Support System

          A11 - Execute Joint Capabilities Integration and Development System

 A111 - Develop Joint Operations Concepts 


               A112 - Manage Concept Development 

               A113 - Perform Capabilities Based Assessment and Analysis 

               A114 - Manage Capability Performance Attributes 

               A115 - Develop Capability Documents 

               A116 - Manage Certification Validation Approval and Reviews 

          A12 - Execute Planning Programming and Budgeting 

               A121 - Perform Executive Level Planning 

               A122 - Perform Programming 

                    A1221 - Evaluate Strategic Goals 


A1222 - Issue Fiscal Guidance 

                    A1223 - Develop Program Guidance 

                    A1224 - Evaluate Program Information 

                    A1225 - Develop and Resolve Programmatic Issues 

                    A1226 - Issue Program Decision Memorandum 


A1227 - Update FYDP 

               A123 - Collect Program and Budget Information 

A124 - Perform Budgeting 

A1241 - Develop Budget Guidance 


                    A1242 - Evaluate Budget Submission 

A1243 - Conduct Budget Review 

A1244 - Issue Budget Decision 


                    A1245 - Incorporate Program Decisions 

A1246 - Negotiate OMB Passback 


                    A1247 - Prepare DoD Submission for President's Budget 

A125 - Support Congressional Budget Review 


               A126 - Track Congressional Action 

A127 - Perform Funds Distribution 


A1271 - Execute Continuing Resolution 

                    A1272 - Execute Apportionment 


A1273 - Allocate Funds 

                    A1274 - Manage Baseline for Reprogramming 

                    A1275 - Perform Reprogramming and Transfers 


A1276 - Execute Rescission Deferrals and Cancellations 

A13 - Manage Defense Acquisition System 


               A131 - Conduct Acquisition Decision Review 
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               A132 - Conduct Executive Assessment Review 

               A133 - Conduct Affordability Assessment Review 


A134 - Conduct Technical Reviews 

     A2 - Monitor Performance of the Department of Defense Business Mission 
          A21 - Perform Executive Management 
          A22 - Perform Executive Cost Performance Management 
               A221 - Define Cost Performance Model 

               A222 - Populate Cost Performance Model 

               A223 - Perform Cost Performance Analysis 


A3 - Execute DoD Acquisition 
          A31 - Apply the Defense Acquisition Management Framework 

               A311 - Manage Pre-Concept Refinement 

               A312 - Manage Concept Refinement 

               A313 - Manage Technology Development 

               A314 - Manage System Development and Demonstration 

               A315 - Manage Production and Deployment 


A316 - Monitor Operations and Support 

A32 - Manage Acquisition Business Functional Areas 


               A321 - Execute Acquisition Management Integration 

                    A3211 - Manage Acquisition Oversight Integration 

A32111 - Manage Capabilities Based Acquisition 
A32112 - Conduct Periodic and Ad-hoc Reporting 

                         A32113 - Conduct Acquisition Assessment 
                    A3212 - Manage Acquisition Policy 
                         A32121 - Monitor Acquisition Policy Compliance 
                         A32122 - Develop and Implement Acquisition Policy 
                    A3213 - Conduct Acquisition Resource Analysis

 A322 - Conduct Sourcing 

A3221 - Manage Request and Sourcing Strategy 

A3222 - Conduct Solicitation and Source Selection 

A3223 - Establish Sourcing Vehicle 


                    A3224 - Manage Receipt and Acceptance 

                         A32241 - Receive Goods and Services 

A32242 - Accept Goods and Services 
                              A322421 - Accept Real Property 
                              A322422 - Accept Other Property and Services 

A3225 - Monitor Sourcing Execution 
A323 - Conduct Science and Technology 

A3231 - Monitor Commercial Request for DoD Technology Export 
                    A3232 - Monitor Science and Technology Engineering Management 

A324 - Conduct Acquisition Logistics 

               A325 - Monitor Industrial Capability and Capacity 

               A326 - Conduct System Engineering 

               A327 - Conduct Test and Evaluation 

               A328 - Conduct Program Management 


A3281 - Define Program 
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 A3282 - Develop Program
 A3283 - Execute Program 
A3284 - Monitor and Support System Deployment 

                    A3285 - Manage and Support System Retirement and Program Closeout 
               A329 - Conduct Executive Level Contract Management Oversight and Reporting 

A33 - Execute Other Acquisition Statutory Responsibility 

A331 - Manage Congressional and Federal Inquiry 

A332 - Support Defense Science Board 


               A333 - Manage Audit and Oversight of Contractor Activity 

               A334 - Manage Strategic and Critical Materials Program

               A335 - Manage Acquisition Workforce 

               A336 - Support Special Operations and Low Intensity Conflict 


A4 - Manage Property and Materiel 
A41 - Conduct Logistics Business Planning 

          A42 - Perform Installations Support 
          A43 - Perform Build and Make and Maintenance and Sustainment 

A44 - Deliver Property and Forces 
A441 - Identify and Reserve Supply Chain Resources 


               A442 - Consolidate Orders into Conveyance-Based Loads 

               A443 - Determine Route and Carriers 

               A444 - Assemble and Marshal Forces 

               A445 - Manage Inbound and Outbound Shipments 


A446 - Transport Materiel and Forces 

          A45 - Dispose or Return Property and Materiel 


A451 - Identify Property and Materiel for Return or Disposal 

A452 - Authorize Return or Disposal 

A453 - Schedule Return or Disposal 


               A454 - Dispose Property or Materiel 

          A46 - Perform Asset Accountability 

A461 - Perform Initial Capital Asset Valuation 

A4611 - Initiate Asset Valuation 


                    A4612 - Update Asset Valuation 

                    A4613 - Relieve Asset Valuation 

               A462 - Maintain Asset Information 


A463 - Conduct Physical Inventory 

     A5 - Perform Environment Safety and Occupational Health Service 
          A51 - Perform ESOH Aspect Identification 
          A52 - Perform ESOH Aspect Assessment 

A53 - Assess ESOH Risk 
A54 - Develop ESOH Solution 

          A55 - Implement ESOH Solution 
          A56 - Develop ESOH Control Agreement 
          A57 - Develop Environmental Liability Information 
     A6 - Perform Human Resources Management 

A61 - Manage Organization 
               A611 - Perform Workforce Planning and Programming 
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                    A6111 - Perform Manpower Planning 
                    A6112 - Perform Manpower Programming 
               A612 - Perform Workforce Budgeting 

                    A6121 - Perform Manpower Budgeting 

                    A6122 - Perform Personnel Budgeting 

               A613 - Administer Position Management 


A6131 - Execute Manpower 

A6132 - Manage Manpower Change 

A6133 - Maintain Position Data 


               A614 - Manage Organizational Structure and Organization Unique Identification 
A6141 - Establish Unit 
A6142 - Reorganize Unit 
A6143 - Update Unit 

               A615 - Account for Workforce 
               A616 - Perform Workforce Analysis 
          A62 - Manage Personnel and Pay 
               A621 - Manage Pay and Expense Reimbursements 

A622 - Manage Vacancy Recruiting 
A623 - Manage Candidate Accession 
A624 - Manage and Sustain Personnel 

                    A6241 - Execute Assignment Placement Transfer 
                         A62411 - Manage Assignment 
                              A624111 - Administer Assignment Action 
                                   A6241111 - Determine Assignment Action 

        A6241112 - Perform Assignment Screening 
                                   A6241113 - Submit Assignment Action Request 
                                   A6241114 - Provide Assignment Action Outcome 
                              A624112 - Execute Individual Assignment
                         A62412 - Manage Placement 

A62413 - Manage Transfer 
                    A6242 - Manage Personnel Agreement 

A62421 - Manage Regular Augmentation 
                         A62422 - Administer Reenlistment Process 
                              A624221 - Determine Reenlistment Candidate 

A624222 - Provide Reenlistment Request Decision 
A624223 - Execute Reenlistment 

                         A62423 - Manage Enlistment Extension 
  A624231 - Administer Voluntary Enlistment Extension 
  A624232 - Administer Involuntary Enlistment Extension 

                              A624233 - Execute Enlistment Extension Agreement 
                    A6243 - Manage Performance 
                         A62431 - Administer Performance Program

  A62432 - Administer Performance Evaluation 
                              A624321 - Determine Personnel Requiring Performance Evaluation 
                              A624322 - Determine Performance Evaluation Rating Chain 
                              A624323 - Execute Performance Evaluation 
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                              A624324 - Closeout Performance Evaluation Process 
                         A62433 - Administer Personnel Grade Change 
                              A624331 - Manage Personnel Promotion 
                                   A6243311 - Manage Promotion Eligibility 

A6243312 - Manage Promotion Selection 
                                   A6243313 - Execute Promotion 
                              A624332 - Manage Personnel Demotion 
                                   A6243321 - Receive Demotion Decision
                                   A6243322 - Publish Demotion Order 
                                   A6243323 - Execute Demotion 
                         A62434 - Administer Recognition Program
                              A624341 - Produce Award Recommendation 

A624342 - Provide Award Request Decision 
A624343 - Execute Award Order 

A625 - Develop Personnel 

               A626 - Separate or Terminate Personnel 


A63 - Manage Benefits 

A631 - Manage Quality of Life 

A632 - Manage Military Health Services 

A633 - Support Health Insurance Program 


               A634 - Manage Retirement Benefits 

A635 - Manage Educational Benefits 

A636 - Manage Other Benefits 


A64 - Manage Travel 

A641 - Manage Travel Authorization 

A642 - Manage Travel Resource Scheduling 

A643 - Manage Travel Voucher 

A644 - Manage Traveler Visibility 


          A65 - Manage Human Resources Organizational Infrastructure Support 
               A651 - Administer Legal Personnel Programs
               A652 - Manage Workforce Occupational Safety Analysis 
               A653 - Manage Law Enforcement 
               A654 - Manage Personnel Security 
               A655 - Manage Human Resources Contact and Relations 

A66 - Manage InterAgency Support 

               A661 - Manage Other Government Support 

               A662 - Manage State and Local Support 


A663 - Manage Private Organization Support 

               A664 - Manage Foreign Government Support 

     A7 - Provide Information Management Services 
          A71 - Perform Reporting 
          A72 - Provide Information Assurance Services 
     A8 - Perform Financial Management 
          A81 - Administer Financial Assets and Liabilities 


A811 - Manage Liabilities 

A812 - Manage Receivables 
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                    A8121 - Establish Accounts Receivable 
                    A8122 - Manage Accounts Receivable Balance 

A8123 - Manage Delinquent Debt 
A8124 - Manage Billing 

               A813 - Manage Investments 

               A814 - Manage Entitlement 

          A82 - Perform Treasury Operations 
               A821 - Manage Disbursements 

A822 - Manage Collections 
A823 - Manage Execution with Treasury 

A83 - Manage General Ledger Transactions 
               A831 - Perform Financial Management Governance 

A8311 - Manage General Ledger Structure 
                    A8312 - Manage Standard Financial Information Structure 

A8313 - Issue Policy and Guidance 
               A832 - Manage Execution Fund Account 

A833 - Post to General Ledger 
          A84 - Manage Financial Reporting Requirement 
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15.0 Appendix G: Consolidated JCA Taxonomy for Net-Centric 
Ops - Dec. 2007 

Net-Centric Operations 
 Information Transport 

  Switching and Routing 

  Wireless 

  Wired 

 Enterprise Services 
  Core Services 

   Collaboration 

   Mediation 


 Discovery 

Messaging


   Position Navigation & Timing 

  Information sharing/Computing 

   Data Storage 

   Data Processing 

   COI Services


Position Navigation and Timing 
 Net Management


Optimized network functions & resources 

  Deployable, scalable & modular networks 

  Spectrum Management 


Cyber Management (CNA, CNE, CND) 

 Information Assurance 

  Secure Information Exchange 

   Ensure Authorized Access 


Protect Data and Networks 

   Monitor IA Status 

   Track User Actions

   Prevent Network Attack

   Protect Data from Modification 


Respond to Attack / Event 

   Detect & Respond to Attacks 

   Detect & Respond to Event 
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